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1 INTRODUCTION

1.1 PLAN OVERVIEW

1.1.1 Objectives

The primary objectives of the System Test Plan (STP) are to:

· Define the complete National Polar-Orbiting Operational Environmental Satellite System (NPOESS) Developmental Test and Evaluation (DT&E) program, in conformance with the requirements of the System Specification

· Define system verification and validation activities

· Provide the basis for the development of detailed, lower-level test plans

1.1.2 Scope

This plan defines (at the top-level) the total DT&E program for the verification of NPOESS hardware and software performance per applicable specifications.  It addresses all levels of assembly (component to integrated system) and defines the associated DT&E activities at the factory, at the launch site and during the initial on-orbit activation, checkout and sensor calibration/validation (Cal/Val).  

To the extent that testing is the principal verification method, it is extensively discussed in this plan.  Simulations used to verify end-to-end system performance are also detailed.  Verification analyses (which, by and large, synthesize lower-level verifications) address specific requirements, per applicable verification matrices; they are not addressed explicitly in the plan.      

This plan also defines the DT&E program for the NPOESS Preparatory Program (NPP) hardware and software that the contractor delivers. Additional information about the NPP DT&E program is provided in the National Aeronautics and Space Administration (NASA) NPP System Integration and Test (SI&T) Plan and the NPP Calibration and Product Validation Plan.

1.1.3 Structure

Following the “Introduction” and “Applicable Documents” sections, an overview (“executive summary”) of the DT&E program is provided in section 3. This section also defines the baseline DT&E schedule and milestones, as well as the management of DT&E activities.  

Section 4 discusses in more detail all ground-based DT&E activities, at the factory and at the launch site.  It consists of eight paragraphs, six of which address the five NPOESS segments (Space Segment [SS], Command, Control and Communications Segment [C3S], Interface Data Processor Segment [IDPS], Field Terminal Segment [FTS] and Launch Support Segment [LSS]) and, at the highest level of assembly, the system.  In turn, each of the segment paragraphs is structured on the basis of hardware or software assembly level to the lowest level (component). The two final paragraphs in section 4 are devoted to discussions of launch site Integration & Test (I&T) activities and system certification.

Section 5 provides the basic description of post-launch DT&E activities.  Detailed definition of these activities is captured in launch site operations documentation and the Cal/Val plan. 

Appendix A provides definitions of the terminology associated with hardware (HW) and software (SW) and associated testing.  Appendix B lists the acronyms used in the document.

1.2 VERIFICATION METHODS

1.2.1 Analysis

A process used in lieu of, or in addition to testing to verify compliance with specifications.  The techniques typically include an interpretation or interpolation/extrapolation of analytical or empirical data under defined conditions or reasoning to show theoretical compliance with stated requirements.

Analysis may be accomplished via models or simulations (e.g. mathematical, narrative, graphical, physical).

For software, analysis involves the technical evaluation of equations, charts, graphs, models, diagrams and data.

1.2.2 Inspection

An observation, or examination of hardware against the applicable documentation to confirm compliance with requirements.  Inspections include simple measurements, such as length and weight.

Inspection includes visual checks of a physical item, detailed design documentation, or vendor documentation for commercial off-the-shelf (COTS) units. Inspections typically verify configuration, rather than performance, of an item.

For software, inspection involves the physical examination of documentation and/or code.

1.2.3 Demonstration

An exhibition of the operability or supportability of an item under intended service/use conditions.  These verifications are usually non-repetitive and are oriented almost exclusively toward acquisition of qualitative data.  Demonstrations may be accomplished by computer simulation. For NPOESS, verification of EDR performance (as it involves conditions typical and extreme) relies heavily on simulations, using validated models and tools.

The main objective of a demonstration is to show product/item capability. A demonstration has a predicted result, even though it does not necessarily produce analytical data.

For software, demonstration involves the operation and performance monitoring of software through a normal operational scenario with display of results.

1.2.4 Similarity

The process of comparing a current item with a previous item, taking into consideration configuration, test data, application and/or environment.  Usually, similarity is a method used for the qualification of previously qualified equipment under the same or more severe environmental conditions. The evaluation is documented and includes:  test procedures/reports of the item to which similarity is claimed; a description of the difference(s) between the items; and the rationale for verification by similarity.  All in-orbit experience should be documented and available for review.

Qualification by similarity is permitted only with the concurrence of the contracting officer. Waiver of qualification, or re-qualification of requirements requires the approval of the contracting officer.

1.2.5 Test

An action by which the operability, supportability, performance capability or other specified qualities of an item are verified when subjected to controlled conditions that are real, or simulated. These verifications may require use of special test equipment and instrumentation to obtain quantitative data for analysis, as well as qualitative data derived from displays and indicators inherent in the item(s) for monitor and control.

For software, test involves the operation of software with actual, or synthesized stimuli, and with provisions for recording, analyzing and evaluating quantitative data.

1.2.5.1 Space Segment Hardware Tests

Performance Test:  Consists of an individual or series of electrical and/or mechanical tests conducted at conditions equal to, or less than design specifications.  Its purpose is to verify compliance of the test article with the applicable specification requirements which are verifiable (in part, or in total) by test.  As applied to flight hardware, an Integrated System Test (IST) is typically conducted at ambient conditions, at the beginning and at the end of a test sequence during which the test article is subjected to environmental stressing (e.g., thermal cycling/thermal vacuum, random/acoustic excitation, etc.).

Functional Test:  A suitably abbreviated performance test.  As applied to flight hardware, functional tests are typically performed in-between environmental exposures to verify hardware integrity prior to proceeding with the next environmental test.  Functional tests (or, portions thereof) may also be conducted while the test article is in a given environment (e.g., thermal vacuum), as well to assess the state of health of the hardware following transportation and/or certain handling operations.

Environmental Test:  An individual, or sequence of tests conducted to verify that flight hardware will perform per specification requirements after exposure to the launch environments and in the presence of natural environments during on-orbit operations. (Ground equipment is typically tested at ambient conditions.  In the circumstance where such equipment is expected to operate in severe weather conditions, appropriate environmental testing applies.

Special Tests:  Individual, or a series of tests conducted to assure satisfactory performance of critical parts of the system (e.g., optical alignments, calibrations).  Special tests may, or may not be performed in conjunction with environmental exposure.

1.2.5.2 Verification Method Selection

Verification of requirements at any specification level (system to component) is accomplished by one of the verification methods previously defined, or by a combination of methods, as appropriate.  In general, the method (or, combination of methods) selected to verify a specific requirement is the one which provides the required confidence.  Non-test methods are used to minimize needless testing, provided the application of such methods does not result in loss of rigor, or unacceptable level of risk. By and large, analysis is used to synthesize lower-level verification results to verify system performance.  Demonstration (including computer simulations) is used to verify integrated system performance and weather product quality. 

Testing is the principal method for requirements verification when any of the following conditions exist:

· Quantitative data necessary for requirement verification can be effectively obtained by test.

· Failure modes exist which could compromise personnel safety, adversely affect launch system operations, or result in significant loss of mission objectives.

· An unusually high confidence level that specific requirement(s) will be met with adequate margin is desired.

· Non-test methods do not produce adequate results, and/or introduce unacceptable level of risk.

Non-verifiable text (e.g. paragraph titles, descriptions, etc.) of specifications is noted as NA in specification Verification Matrices (VMs).

1.3 NPOESS OVERVIEW

1.3.1 NPOESS Mission 

The primary NPOESS mission is to provide the U.S. Government with an enduring capability to acquire, receive and process global and regional meteorological, climatic, oceanographic and space environmental data; NPOESS is the next generation environmental satellite system.  Additional missions provide 

· Advanced Data Collection System (ADCS) receipt and retransmission of data from buoy and other ground transmitters

· Search and Rescue Satellite (SARSAT) capabilities for detection and location of persons in distress, and

· Processing of sensor data from the NPP

1.3.2 System Architecture and States

The NPOESS consists of a satellite constellation and ground-based command, control, communications and data processing/dissemination equipment.  The system is structured in five segments; in turn, each segment is defined as a collection of elements.

· Space Segment (SS).  The SS consists of the satellite constellation.  Each satellite consists of a sensor suite and the spacecraft, which provides all support functions.  Four satellite configurations are defined, dependent upon the sensor suite carried onboard: the NPP configuration and three NPOESS configurations.  Each NPOESS satellite is placed in its own orbit (nominally morning/1730, mid-morning/2130, and afternoon/1330) to provide near full global coverage.  The four satellite configurations are defined in table 1.3-1.

Additional “residual” satellites may also be operated.  Residual satellites are those NPOESS satellites, which can only partially meet mission requirements and, therefore, have been replaced.  Residual satellite operations are secondary to those in support of the operational satellites.

· Launch Support Segment (LSS).  The LSS provides the launch vehicle and the required resources for pre-launch processing and launch operations.

· Command, Control and Communications Segment (C3S).  The C3S provides capabilities to support operations and to sustain ground to space connectivity, satellite and ground station control and monitoring, mission planning and scheduling, data routing, and flight vehicle simulator operation. The C3S elements include the Mission Management Centers (MMCs), Ground Stations (GSs), and Data Routing and Retrieval (DRR). The MMC element provides mission operations such as planning, scheduling, control and monitoring of all satellite and ground elements for situation awareness. The Backup MMC (BMMC) element can also conduct mission operations. The GS element provides connectivity to the satellites via antennas for downlink of Stored Mission Data (SMD) and uplink/downlink for Telemetry and Command (T&C).  The DRR element provides routing among the ground elements.  Mission data is routed from the GS site(s) to the IDPs at the Centrals.

· Interface Data Processor Segment (IDPS).  The IDPS provides ground hardware and software elements that create and store the Raw Data Records (RDRs) and process them into Sensor Data Records (SDRs), Temperature Data Records (TDRs) and Environmental Data Records (EDRs) at the Centrals.

· Field Terminal Segment (FTS).  The FTS provides ground software to field terminals that create RDRs and processes them into SDRs and EDRs, typically in a theater environment.

Three system states are defined, dependent upon the particular SS satellite configuration; they reflect the evolution of the system.

table 1.3-1.  the four npoess satellite configurations

	Sensors
	Satellite Configurations 

	
	NPP
2230
Mid-Morning
	NPOESS
1330
Afternoon
	NPOESS
1730
Morning
	NPOESS
2130

Mid-Morning

	VIIRS
	X
	X
	X
	X

	CMIS
	
	X
	X
	X

	CrIS
	X
	X
	
	X

	ATMS*
	X
	X
	
	X

	OMPS
	
	X
	
	

	GPSOS
	
	X
	
	

	ERBS
	
	X
	
	

	ALT
	
	
	X
	

	TSIS
	
	
	X
	

	SESS
	
	X
	
	

	APS 
	
	
	
	X

	ADCS
	
	X
	X
	

	SARSAT
	
	X
	X
	X

	Survivability Sensor
	
	X
	X
	X


*NPP ATMS provided by NASA

State 1.  In this state, only the NPP satellite is in its orbit and operational.  The system architecture in state 1 is shown in figure 1.3-1.
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Figure 1.3-1.  NPOESS Architecture Overview for state 1 

· State 2.  With the overlap of NPP and NPOESS flights, a time period exists when both NPP and NPOESS satellites are in their respective orbits and operational.  The system architecture in state 2 is shown in figure 1.3-2.

· State 3.  Following the end-of-life and disposal of the NPP satellite, the system is in its state 3 configuration, in which only NPOESS satellites (operational and residual) are in their respective orbits. The system architecture in state 3 is shown in figure 1.3-3.

1.3.3 System Products

The NPOESS satellites continuously gather and transmit to earth data, which characterizes the space environment and the earth’s oceans, atmosphere, land and climate.  After processing, the data is distributed to users worldwide in the form of RDRs/TDRs and EDRs.  
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Figure 1.3-2.  NPOESS Architecture Overview for state 2
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FIGURE 1.3-3.  NPOESS ARCHITEcTURE OVERVIEW FOR STATE 3

NPOESS produces fifty-five (55) EDRs, which include:

· 6 Key EDRs

· Atmospheric Vertical Moisture Profile

· Atmospheric Vertical Temperature Profile

· Imagery

· Sea Surface Temperature

· Sea Surface Winds speed [and direction]

· Soil Moisture

· 9 Atmospheric EDRs

· 10 Cloud EDRs

· 6 Radiation Budget EDRs

· 4 Land EDRs

· 7 Ocean/Water EDRs

· 13 Space EDRs

Auxiliary missions provide data associated with ADCS and SARSAT.

1.3.4 System Operations Concept (OPSCON)

The NPOESS Operations Concept document describes the operation of the baseline NPOESS, as well as the operation of the NPP.  The transition of in-place, operating meteorological satellite systems to NPOESS is described in the Transition Plan.

1.3.5 Measures of Effectiveness (MOEs) 

To facilitate potential use of DT&E data for Operational Test and Evaluation (OT&E) purposes, the test planning process adopts the MOEs and Measures of Performance (MOPs), as defined by the Air Force Operational Test and Evaluation Center (AFOTEC), and maps applicable system/segment specification requirements to them.  The MOEs flow from the NPOESS Critical Operational Issues (COIs), the answers to which are used to assess the system’s operational effectiveness and suitability.  Figure 1.3-4 annotates the COIs and associated MOEs.

1.4 DT&E Approach

The NPOESS verification program is based on fundamental principles proven for space and ground systems.  

The distributive approach to ground-based verification is the cornerstone of our approach.  Verification activities are allocated to the appropriate levels of assembly, with commensurate responsibilities and planning documentation at each level.  The resulting structure of the DT&E program is summarized in figure 1.4-1. This approach emphasizes verification at the lowest configured hardware, or software, item, so that design and/or workmanship deficiencies can be detected and corrected prior to assembly at higher levels.  The goal is to minimize the likelihood of failure(s), hardware/software interface incompatibilities and other discrepancies at higher assembly levels, where corrective action may necessitate expensive disassembly, re-integration and re-test. 

At any level, early development test activities are emphasized to mitigate design risks and provide confidence in the successful conduct of the formal verification activities. 

The salient features of the Space Segment DT&E approach include,

· Flight hardware qualification testing at protoqualification environmental conditions, which preserve the flight worthiness of the hardware under test.  Thus, test only (“dead ended”) hardware is minimized.  This approach is applied to all levels of flight hardware assembly.  Testing at qualification levels (which disqualify the hardware under test for flight) is reserved only for high-risk components and single-point failure hardware, such as the satellite load-carrying structure.  In such cases, the identical flight component is subjected to acceptance environmental conditions.

· Extensive sensor testing prior to launch (ground-based “Cal/Val” activities) at both the sensor and integrated satellite levels of assembly.  At the satellite level, sensor performance and calibration are performed during the satellite thermal vacuum test, to the extent that facility constraints allow

	COI
	
	System Control
Can the NPOESS be launched and controlled to meet user’s requirements?
	
	System Effectiveness
Can the NPOESS provide warfighters with timely and accurate data?
	
	Interoperability
Does the NPOESS provide required interoperability & interfaces with Field Terminals & Centrals to satisfy mission requirements?
	
	System Suitability
Is the NPOESS operational reliability, availability and maintainability (RAM) suitable for users in an operational environment?

	
	
	
	
	
	
	
	
	

	MOE
	
	1-1. Orbit Characteristics

1-2. Autonomous Operations

1-3. Transition to Backup MMC

1-4. NORAD Data Elements

1-5. Data Access

	
	2-1. Central Data Availability

2-2. Key Environmental Performance Parameter EDRs
2-3. Atmospheric Parameter EDRs

2-4. Cloud Parameter EDRs

2-5. Earth Radiation Budget Parameter EDRs

2-6. Land Parameter EDRs

2-7. Ocean/Water Parameter EDRs

2-8. Space Environmental Parameter EDRs
	
	3-1. Information Exchange Requirements (IERs)
3-2. Other interfaces

3-3. External Data


	
	4-1. System Availability (Ao)

4-2. System Maintainability

4-3. System Redundancy

4-4. System Capacity

4-5. Training and Documentation

4-6. Human Factors
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Figure 1.3-4.  COIs and preliminary MOEs
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Figure 1.4-1.  Distributive Structure of Ground-Based DT&E Program

The salient features of the Ground Segments DT&E approach include,

· Maximum utilization of the experience gained during the NPP installation, integration and test activities in the planning and execution of the NPOESS DT&E program

· Phased DT&E program to progressively provide verified functionality and performance for Initial Operational Capability (IOC)

· Comprehensive Factory Acceptance/Site Acceptance Tests (FAT/SAT) to ensure performance per applicable specifications prior to satellite launch 

System-wide, the DT&E approach features

· Ground-based, pre-launch assessment of end-to-end system compatibility and functionality

· Ground-based EDR quality assessment with the use of the Integrated Weather Products Test Bed (IWPTB)   

· Extensive on orbit sensor Cal/Val testing 

· On-orbit verification updates following initial Cal/Val

· Long-term quality monitoring and sustaining Cal/Val

Consistent with these features, the principal characteristics of the DT&E program are:

· Combinations of verification methods are carefully selected to ensure cost-effective, yet rigorous verification of specification requirements at all levels of assembly; replication of testing is avoided. The goal is to minimize risk associated with on-orbit performance via an affordable, comprehensive verification program.

· Selected flight hardware may be used (in conjunction with non-flight components) in development testing when appropriate controls are enforced and test conditions do not compromise flight article integrity.

· The design of both hardware and associated tests ensures that hardware performance is not degraded as a result of testing; i.e., hardware refurbishment, at the conclusion of testing, is not a “built-in” feature of verification planning.  In the circumstance where planned refurbishment is prudent, the refurbished test article is required to undergo acceptance testing.

· Both hardware and software configured items are sufficiently stress-tested to ensure adequate performance margin. Environmental test levels are chosen per MIL-STD-1540C, as tailored in the Environmental Requirements Documents, EV1-0069 and EV2-0117.

· As system hardware become available, simulators and other support equipment are used in conjunction with the system hardware to emulate integrated system performance; the early detection and correction of potential system-level problems is the goal.

· Segment-to-segment compatibility is repeatedly verified by test/demonstration, leading to the final verification of end-to-end system connectivity with the satellite at the launch site, prior to launch.

· End-to-end data system and operational performance is extensively verified by ground testing, leading to the final verification of end-to-end system connectivity with the satellite at the launch site, prior to launch.

· Replicating (to the extent possible) a representative portion of the operational timeline validates system operational requirements, while the satellite is at the factory.  All operational segments participate in this “day in the life of NPOESS” test.

· EDR performance is verified via modeling and simulation with an IWPTB and associated models – the Mission System Simulator (MSS).  The MSS is required to provide the broad range of conditions representative of those occurring in nature, including both typical and extreme conditions.

· Combined Developmental Test/Operational Test (DT/OT) activities are performed, where practical and feasible.

1.4.1 Risk Mitigation

An objective of development testing is to identify problems early in the system hardware and software designs, so that any required corrective actions can be taken well in advance of commencing formal verification activities.  In this sense, development testing is the principal method of risk mitigation.

Development tests further mitigate on-orbit performance risk by:

· Validating new design concepts and hardware/software interfaces

· Assisting in the evolution of designs

· Confirming performance design margins, manufacturability, testability, maintainability, reliability, life expectancy and compatibility with system safety

· Validating qualification and acceptance procedures

· Investigating problems/concerns (“trouble-shooting”), which may arise after formal verification

Development tests include algorithm development testing, ground demonstrations of EDR production, flight hardware development testing using breadboard and engineering models, prototype equipment (“dead-ended” qualification flight equipment), or development test equipment.

1.4.1.1 NPOESS Preparatory Project (NPP)

The NPP is a precursor system to NPOESS and, as such, the most significant risk mitigation activity.  The NPP consists of an NPOESS-like satellite with a reduced payload and the NPOESS-like ground elements.  The NPOESS program greatly benefits from the NPP experience both in the ground-based execution of the NPOESS verification/validation program and in the NPOESS on-orbit activation, checkout and Cal/Val.

To the extent that NPP uses the NPOESS C3S, IDPS and FTS architectures, these segments are the primary beneficiaries of the NPP “pathfinder”. The spiral development of the C3S, IDPS and FTS (evolving from NPP to the NPOESS C2 launch) is summarized in figures 1.4-2A, B and C respectively.

The planning and execution of the NPOESS C3S test program is guided by the experience gained during the NPP development and operations. Validation of NPOESS hardware and software is accomplished early by the NPP C3S.  Indeed, the capability to command and control the NPOESS constellation is developed and demonstrated by the NPP.  Only database changes to the C3S software at the MCC are required to support NPOESS satellite operations.

Similarly, the NPOESS IDPS test program is guided by the experience gained during the NPP development and operations.  NPP IDPS deploys equipment at the National Environmental Satellite, Data, and Information Service/National Centers for Environmental Prediction (NESDIS/NCEP) and Air Force Weather Agency (AFWA) IDPs, providing experience and lessons learned for a cost-effective NPOESS IDPS test program.  Notably, NPP provides early validation of the IDPS hardware and software: twenty six of the fifty five EDRs (including four of the six key EDRs) are tested and delivered during NPP operations.  Although the timeliness requirements for the two programs differ, the NPP capability allows for the evaluation of NPOESS-like EDRs by the Centrals, the scientific and meteorological communities.
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figure 1.4-2A.  c3s evolution from npp to npoess
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figure 1.4-2b.  idps evolution from npp to npoess
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figure 1.4-2C.  FTS evolution from npp to npoess

The planning and execution of the NPOESS FTS test program is likewise guided by the experience gained during NPP development.  FTS provides an early demonstration of capabilities by showing that HRD can be processed in representative field terminal hardware using NPP HRD as a source of the data.

Although the NPOESS space and launch support segments are not involved, the NPP pathfinder provides considerable benefits to the NPOESS satellite I&T planning and execution, as well as operations at the launch site through the contractor’s involvement in these activities.  

Examples include:

· Handling and integration of sensors

· Sensor / spacecraft interface verification

· Satellite support requirements

· Facility requirements

· Environmental test planning and execution

· Satellite / C3S connectivity

· Launch site operations

The NPP further provides the pathfinder in the validation of tools during PDRR, leading to high-confidence NPOESS performance verification in EMD.  “Episodic validation” (dedicated campaigns and targets of opportunity) of NPP sensors provides real data to replace simulated data in the refinement of NPOESS tools and the verification of operational and science products.  

The NPP instrument pre-launch characterization and post-launch calibration are detailed in the NPP Calibration and Product Validation Plan. 

1.4.2 Requirements Verification

In the context of this plan, “requirements verification” is defined as the formal verification of specification requirements at all levels.  This activity is the predominant task of the Test & Evaluation (T&E) program.  All associated verification activities are rigorously controlled (paragraph 3.2) and associated documentation is under configuration management.  

Requirements Verification begins with the identification of the verification method – or, combination of methods – to be employed and the level of assembly at which each requirement is to be verified.  Associated T&E documentation provides the pertinent definition of how the identified verification methods are to be implemented.

At the component (unit) level, new, or modified designs, are stress-tested to verify compliance with specified performance margins.  Units under test are identical, or sufficiently similar to the final production units.  During the integration process, a series of in-process tests are conducted on expanding strings of hardware/software configured items (CIs) to verify interface compatibility.  End item functions are verified and shown to meet the end item performance specifications. 

At the system level, integrated system tests are performed to verify system performance to the extent possible in the one gravity (1-g) environment.  Tests are performed with CIs in the operational configuration with segment-to-segment connectivity.  The integrated system tests are designed to verify performance, safety and operational requirements, system internal and external interfaces, and electromagnetic compatibility.  Maintainability, logistics supportability, operational procedures and personnel performance are also demonstrated.  Mandatory inspection points are defined throughout the process in the areas of personnel safety and hardware integrity.

1.4.2.1 Qualification

The objective of qualification is to verify design adequacy by demonstrating the desired performance margin at all levels of CIs.  To this end, the hardware and/or software CI at hand is stressed beyond the estimated operational environments.  Each CI type is formally qualified to verify compliance with the applicable performance and design specification requirements, including its external interfaces. 

At the satellite level of assembly, the first vehicle manufactured is subjected to a protoqualification (protoqual) test sequence prior to system-level testing.  Subsequent satellites of identical design are tested to acceptance levels and duration.  In either case, environmental conditions are adjusted per MIL-STD-1540C (tailored in EV1, EV2).  Protoqual testing of the satellite in all three Local Time of Ascending Node (LTAN) configurations is required. C3S and IDPS qualification is conducted at ambient conditions; for Ground Segments, qualification levels equal acceptance levels.  For end-to-end system performance verification, the IDPS is subject to the test scenes that have been sequestered, akin to a “blind test” commonly used in algorithm verification.

1.4.2.2 Acceptance

Once a hardware design has been qualified, the objective of acceptance is to verify workmanship of the manufactured article at hand.  To this end, the article is subjected to less stressful conditions than those used in its qualification.  In the case of flight hardware acceptance (in part, or in total) by test, acceptance test conditions are adjusted per MIL-STD-1540C (tailored in EV1, EV2); for non-flight hardware, acceptance testing occurs at ambient conditions.

In the circumstance where equipment cannot be adequately tested after assembly, verification of satisfactory performance and reliability must rely on process controls and in-process production screening.  In such cases, appropriate lot certification tests are imposed. 

1.4.2.3 Verification Matrix (VM)

The VM annotates the method(s) by which each requirement of a specification (at any level) is to be verified.  The VM is incorporated into section 4 of the specification.  The methods to be used (in appropriate combinations) are defined in paragraph 1.2.4.   

The structure of the VM consists of the requirement identification (paragraph number, title and requirement identification [ID]), corresponding verification method symbol and level of assembly at which the requirement is verified.  All specification paragraphs are accounted for in the VM.  In the event that a specification paragraph is void of any requirement, “Not Applicable” (NA) in noted in the verification method column.

VMs are part of the SLATE requirements database, providing the one-to-one traceability between requirements and verification. 

1.4.2.4 Verification Database

Within the SLATE database, the information embodied in the specification VMs is extended to include a number of “attributes” associated with each requirement; e.g., verification completion date, test procedure/report number and associated status, verification results, waivers and deviations, compliance documentation, metrics, etc.  The database can produce reports (spreadsheets) of any combination of desired attributes against each requirement identified by paragraph number and title (if desired, the requirement statement can also be included).

1.4.3 System Validation

Following satellite verification testing consistent with MIL-STD-1540C, system validation is conducted to demonstrate that the system meets its operational requirements.  Whereas verification addresses the question of whether the system “has been built right”, validation addresses the question of whether  “the right system” has been built.  Accordingly, end-to-end satellite and system compatibility tests are conducted prior to launch to validate system operation, software and flight databases, and to exercise people, processes and procedures involved in flight operations. 

Satellite primary and redundant mechanical and/or electrical critical paths are verified from initiating signal through completion of each event.  This satellite end-to-end testing is conducted with flight hardware and software to the extent possible.  If need be, appropriate simulation devices are incorporated to exercise the flight hardware and software.

All segments (SS and LSS, C3S, IDPS, FTS) are participants in a series of system compatibility tests, which occur at increasing degree of complexity, at various times in the DT&E period, when the satellite is at the factory; later, at the launch site, an abbreviated end-to-end test is conducted for the last time prior to launch.  Command and telemetry paths are validated and the satellite is operated through a simulated sequence of ascent, separation and engine ignition, orbital injection and on-orbit operation.  A typical segment of an actual on-orbit timeline is emulated (to the extent possible), during which the satellite is either operating under mission management control (during periods of ground contact) or autonomously.

Post-launch system performance validation focuses on sensor Cal/Val activities and EDR performance optimization with the use of the IWPTB/MSS.

NPOESS system requirements validation is under the purview of AFOTEC and is the end objective of OT&E.  As such, it is outside the scope of this document and is not discussed here.

1.4.4 DT&E Documentation Hierarchy

The STP derives from the System Performance and System Specifications, section 4 requirements and, in turn, provides the source document for all NPOESS T&E documentation (segment and lower-levels).  Figure 1.4-2 annotates the key plans in the DT&E hierarchy.  The purpose and scope of each document and responsibility for its development are summarized in Table 1.4-1. 

Figure 1.4-3 annotates the complete documentation flow, which traces requirements, through ground-based DT&E, to evidence of compliance.  Maintaining a rigorously controlled one-to-one traceability of requirements to associated verification activities and resulting evidence of compliance is an important task of the DT&E effort.
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Figure 1.4-3.  DT&E Document Hierarchy

Table 1.4-1.  T&E Documentation

	Test Document
	Purpose
	Scope
	Responsibility

	Test & Evaluation Master Plan (TEMP)
	To define the program test and evaluation (T&E) objectives in support of program management and acquisition. This is a government management plan. 
	Describes the T&E activities for the NPOESS elements in accordance with the guidelines of DoD 5000.2-R (June 2001). The TEMP describes the integrated test program for the NPOESS system, to include DT&E and OT&E.
	IPO 

	System Test Plan (STP)
	To define the overall contractor/Raytheon DT&E program and capture the System Spec detailed T&E requirements
	Focuses on both ground-based (SS, IDPS, FTS, C3S, system requirement verification, system pre-launch validation, launch site I&T activities, system certification) and on-orbit (checkout, Cal/Val) DT&E activities.  It provides the source document for the development of segment-level test plans.
	ST&E IPT

	Interface Data Processor Segment (IDPS) Test Plan
	To define the detailed verification and test activities for the IDPS
	Defines the verification of SIs and CI(s). Provides the source document for the lower level IDPS Software Test Plan.


	IDPS IPT

	Command, Control & Comm. Segment (C3S) Test Plan
	To define the detailed verification and test activities for the C3S
	Defines the verification of SIs and CIs. Provides the source document for the lower level C3S Element Test Plan and C3S Software Test Plan. 
	C3S IPT

	Space Segment  (SS) Test Plan
	To define the detailed verification and test activities for the SS
	Provides the source document for the Satellite Integration and Test Plan and the Ground Support Equipment Test plan .
	SS IPT

	Launch Support Segment (LSS) Test Plan
	To provide the required NPOESS input to launch site processing documentation
	Defines the NPOESS requirements for satellite processing and integration with the launch vehicle at the launch site.
	SS IPT

	Field Terminal Segment (FTS) Test Plan
	To define the detailed verification and test activities for the FTS
	Defines the verification of SIs and CI(s). Provides the source document for the lower level FTS Software Test Plan.
	FTS IPT

	Satellite Integration & Test (I&T) Plan 
	To define the detailed I&T activities associated with the assembly and test of the spacecraft subsystems and sensors resulting in the satellite element
	Provides the source document for the development of test procedures associated with satellite I&T.
	SS IPT

	Ground Support Equipment (GSE) Test Plan
	To define the verification of spec requirements and certification of GSE used in all ground-based I&T
	Addresses the verification/certification of both electrical support equipment  (EGSE) and mechanical support equipment (MGSE).
	SS IPT

	Cal/Val Plans
	To define the Cal/Val program for all NPOESS sensors
	Addresses the verification activities for each sensor, starting with testing at the developer’s facility and ending with on-orbit Cal/Val testing
	ST&E IPT



[image: image7.wmf] 

 System

 

T&E Plan

 

Reqts

 

Database

 

Specification

 

Verification

 

Matrix

 

Demonstration

 

Analysis

 

Inspection

 

Similarity

 

Detailed

 

 Plans

 

Test

 

Procedures

 

Functional

,

 

Perform

ance

,

 

 Environmental

 

 Tests

 

Assess

-

 

ments

 

Tests

 

  Compliance

 

Documentation

 

Reports

 

Test

 

 Reports

 

•

 

 Sensor

 

•

 

 SC

 

•

 

 Sat

 

•

 

 IDPS

 

•

 

 C3S

 

•

 

 

LSS

 

•

 

 System

 

REQUIREMENTS

 

IMPLEMENTATION

 

EVIDENCE

 

OF

 

COMPLIANCE

 

Plans

 &

 

Procedures

 


Figure 1.4-3 Requirements / T&E / Compliance Documentation Flow

2 Applicable Documents

2.1 Government Compliance  Documents

	Doc. Number
	Doc. Title
	STP Par.

	AFM 63-119
	Air Force Manual, Certification of System Readiness for Dedicated Operational Test and Evaluation, dated 22 February 1995
	4.7

	EWR 127-1
	Eastern and Western Range Safety Requirements, dated 31 Oct 1997
	4.1.9.3, 4.4.3


2.2 TRW/Raytheon Documents

	Doc. Number
	Doc. Title
	STP Par.

	D31407
	NPOESS System Transition Plan 
	1.3.4

	CDRL A019, Rev. A
	NPOESS System Specification, CDRL A019
	1.4.4, 3.2.1.8, 3.3.2.1, 4.6.4.2

	
	NPOESS EGSE Specification
	4.1.9.3

	EV1-0069
	NPOESS Environmental Requirements
	1.4, 1.4.2.1, 1.4.2.2, 3.2.1, 3.3.1.2.1, 4.1.7

	EV2-0117
	Environmental Requirements for Space Segment
	

	SY15-0008
	NPOESS System Performance Specification
	1.4.4

	D34484
	NPOESS Calibration/Validation Plan, Volumes 1-11
	1.4.4, 3.2.1.1, 3.2.1.1.1, 3.2.1.1.2, 3.2.1.1.3, 4.1.4, 4.1.4.1.1, 4.1.4.2.1, 4.1.4.3.1, 4.1.4.4.1, 4.6.4, 4.6.4.4, 5.2

	D34475
	NPOESS Modeling and Simulation Plan
	4.6.4.6.1

	TBD
	NPOESS Parts, Materials, and Processes (PM&P) Control Document
	4.1.1.1

	D31397, Rev. 1
	NPOESS Hardware Configuration Plan
	3.2.1.1, 3.2.1.5

	D34487
	NPOESS Product Assurance Plan
	3.2.1.4

	PAR 700-796
	NPOESS Product Assurance Requirements for Subcontractors
	3.2.1.6

	D31400, Rev. 1
	NPOESS Operations Concept (OPSCON)
	1.3.4, 4.2

	CDRL A013, Rev. A
	NPOESS Software Development Plan
	4.1.8.1, 4.2, 4.2.1, 4.2.2, 4.3, 4.3.2, 4.5, 4.5.2

	CDRL A018, Rev. A
	Environmental Health and Safety Concepts Document
	3.2.1.9

	CDRL A022
	Interface Data Processing Segment (IDPS) Test Plan
	1.4.4

	CDRL A021
	Command, Control & Communications Segment (C3S) Test Plan
	1.4.4, 4.2.3, 4.2.3.3

	TBD
	Space Segment Test Plan
	1.4.4

	
	Standard Practices (3-7, 3-19)
	4.1.9.3.1

	TBD
	Launch Support Segment (LSS) Test Plan
	1.4.4

	TBD
	Field Terminal Segment (FTS) Test Plan
	1.4.4

	D34481
	Satellite Integration & Test (I&T) Plan
	1.4.4

	TBD
	Ground Support Equipment (GSE) Test Plan
	1.4.4

	D34483
	NPOESS Certification of System Readiness for Dedicated Operational Test & Evaluation (OPT&E)
	4.7

	
	Interface Control Documents – see: 

D31396, NPOESS Specification Tree
	4.6.1, 4.6.2


2.3 Reference Documents

	GSFC 429-00-02-04
	NPP Performance Verification Plan (PVP), dated 6 April 2001
	1.4.4

	GSFC 429-01-02-07
	NPP System Integration & Test Plan, draft, dated 31 October 2001
	1.4.4, 4.6.1, 4.6.1.4, 4.6.1.5, 4.6.1.7

	
	NPP Calibration and Product Validation Plan - Draft, dated 30 December 2001
	1.4.1.1

	Version IIG
	Test & Evaluation Master Plan (TEMP), draft, dated 31 January 2002
	1.4.4, 4.6.2, Appendix C

	MIL-STD-1540C
	Test Requirements for Launch, Upper Stage, and Space Vehicles, dated September 1994
	1.4, 1.4.2.1, 1.4.2.2, 1.4.3, 3.2.1, 3.3.1.2.1, 4.1.2, 4.1.7, 4.1.7.4 

	
	
	

	
	
	


3 DT&E Program overview

In total, this paragraph defines the complete  “building block” structure of the T&E program, from component T&E, through element, segment, system verification/validation, to on-orbit checkout and payload Cal/Val.  Top-level test flows for qualification and acceptance at the various levels are provided and briefly described; associated top-level resource requirements (facilities, Ground Support Equipment [GSE], etc.) are identified.  The role of the integrated weather product test bed and its certification is discussed in some detail.  This paragraph provides the basis for the detailed discussion of sections 4 and 5.

3.1 Baseline Schedule and Milestones

T&E planning is primarily driven by two events: the launch of the NPP satellite in May/June 2006, and the availability for launch of the first NPOESS satellite (2130), planned for April/May 2009.

Detailed T&E schedules are maintained in IMS.

3.2 responsibility

In the Program Definition and Risk Reduction (PDRR) phase of the program, the objectives of T&E management are to:

· develop a comprehensive plan for a system T&E program

· support risk mitigation activities/planning (e.g., ground demonstrations, NPP T&E, etc).  

During the EMD phase, the primary task of T&E management is the implementation of this plan, which results in the timely delivery of an NPOESS that is thoroughly verified and validated.

In all phases, T&E management is distributed; that is, T&E management responsibility is allocated to the level appropriate to the T&E activity at hand, rather than held at the system level.  The structure of T&E management follows the basic program structure of 

· System level

· Segment level

· Element level

· Subsystem level

· Component level

The paragraphs that follow summarize the management structure/responsibilities and processes during the PDRR and EMD phases.  

3.2.1 Contractor Organization and Responsibilities

The System Test & Evaluation (ST&E) Integrated Product Team (IPT) Lead, is the central authority for the definition, documentation, integration and implementation of the T&E program.  The structure of the ST&E IPT is defined in figure 3.2-1.

The ST&E Lead reports to the contractor Program Manager and provides the principal interface with the appropriate government agencies on all T&E-related issues. He has the overall purview and responsibility for the definition, flowdown, planning and successful execution of the Cal/Val program, via coordinated test and evaluation activities. 

To the extent that Cal/Val activities cut across all NPOESS segments and require the coordination of  contractor and government organizations, a cross-IPT Cal/Val Working Group (CVWG) is developed to coordinate the associated activities.  The CVWG involves all the stakeholders in the NPOESS mission, SSPR and Government, at all levels of the NPOESS Cal/Val program.  The ST&E chairs the CVWG with government oversight.


[image: image8.wmf] 

SE&I IPT

 

ST&V IPT

 

LEAD

 

ST&E IPT

 

LEAD

 

•

 

 IPO

 

•

 

AFOTEC

 

•

 

CTF

 

GROUND SEIT

 

IPT

 

SS / LSS IPT

 

CAL/VAL

 

PLANNING

 

IDPS IPT

 

PAYLOAD IPT

 

C3S IPT

 

PROGRAM

 

MANAGER

 

FTS IPT

 


Figure 3.2-1.  NPOESS T&E Organizational Structure FOR THE PDRR PHASE

In the Product Definition and Risk Reduction phase (PDRR), the ST&E Lead ensures that:

· T&E planning specified herein is appropriately flowed to the segment and lower levels

· A comprehensive Cal/Val program is defined (at the sensor developers’ facilities, through on-orbit Cal/Val) 

· The methodology used to predict EDR quality is adequately validated

· The models used in ground simulations (e.g., radiative transfer model) are adequately validated

· Requirement verification occurs at the lowest appropriate level of assembly and is completed prior to the start of on-obit mission operations

· VMs, at any level of assembly, specify an optimized combination of verification methods resulting in an affordable T&E program

· All lower level DT&E activities adequately support higher level activities

· Planned SS testing at any level is consistent with MIL-STD-1540C, as tailored in the Environmental Requirements Documents (EV1, EV2)

· Transition to EMD is addressed early and adequately

· DT&E plans are coordinated across the program, including OT&E

Segment, element and lower level T&E planning is the responsibility of the respective Leads.  The hierarchical documentation associated with these activities is shown in Figure 1.4-2.

During the EMD phase of the program, the ST&E IPT Lead has management responsibility of system-level T&E-related activities across the program: 

· Provides leadership in the system I&T effort

· Ensures the implementation of this plan

· Implements controlled revisions to this plan, when it is prudent to do so

· Ensures the methodologies used in the prediction of weather products remain valid

· Manages the implementation of all planned T&E activities

In this effort, the Lead is supported by the ST&E IPT.

Tables 3.2-1 and 3.2-2 summarize the principal T&E organizational responsibilities during the PDRR and EMD phases.

3.2.1.1 DT&E Requirements Definition, Traceability and Control

DT&E requirements are defined in increasing detail in a sequence of documents.  The TRD (section 4) provides the government-imposed requirements which, in turn, are captured in the System Spec (section  4) and are appropriately allocated to the lower levels.  This plan expands upon the system requirements and defines the T&E activities for their implementation; it provides the basis for the derivation of the lower-level T&E plans noted in Figure 1.4-2.  In turn, these lower-level plans provide the basis for the derivation of detailed test requirements, which are documented in corresponding I&T plans.  At the highest level of detail, the test procedures provide the specific requirements for the implementation of the I&T plans.  Figure 3.2-2 annotates the T&E requirements flowdown and documentation. 

As figure 3.2-2 indicates, T&E is a “two-dimensional” requirements traceability.  Horizontally, T&E requirements are traceable to the hardware and software specification(s) appropriate to the level at hand. Vertically, T&E requirements are traceable from the lowest level (component) to the highest (system).  Traceability is maintained within the SLATE database. During the EMD phase, the database also incorporates traceability to compliance documentation.  Appropriate metrics are developed to facilitate assessment of progress in successful completion of requirements verification.

Table 3.2-1.  T&E Organizational Responsibilities During the PDRR Phase

	ORGANIZATION
	RESPONSIBILITIES

	ST&E IPT
	Develop comprehensive T&E and Cal/Val programs; document in STP and Cal/Val Plan 

Generate System T&E Requirements and Plans

Review System and Segment Specification VMs

Oversee segment-level T&E planning

Ensure the validation of tools and methodologies associated with the IWPTB

Ensure the validation of tools used for segment and system testing

Identify opportunities for combined DT/OT

Define and maintain the discrepancy tracking and reporting system used at system level and above

	SE&I IPT
	Support STP development

Lead ground demonstrations

Lead the development and operation of the IWPTB

Develop the System Specification VM

	SS IPT
	Support STP development

Generate segment T&E requirements and plan(s)

Develop the Segment Specification VM 

Support ground demonstrations

Define and maintain the discrepancy tracking and reporting system used at segment level and below

	C3S & IDPS IPTs
	Support STP development

Generate segment T&E requirements and plans

Develop the Segment Specification VM

Support ground demonstrations

Define and maintain the discrepancy tracking and reporting system used at segment level and below

	PAYLOAD IPT
	Support the definition and documentation of comprehensive Cal/Val program and associated documentation

Develop detailed sensor Cal/Val plans

Evaluate sensor developers’ Cal/Val program 

Support ground demonstrations


Table 3.2-2.  T&E Organizational Responsibilities During the EMD Phase

	ORGANIZATION
	RESPONSIBILITIES

	ST&E IPT
	Generate detailed system test procedures

Acquire resources and execute the system T&E plans

Acquire resources and execute the Cal/Val program

Generate test reports

Support SE&I in generation of verification reports

Update/Maintain the system VM

Support OT assessments and OT&E as required

	SE&I IPT
	Support the ST&E IPT

Maintain IWPTB

Provide test scene generation capability for end-to-end EDR verification

Incorporate test results in verification reports

Maintain the Segment Specification VM

	SS IPT
	Generate detailed system test procedures for that portion of the test it conducts

Acquire resources and execute the segment T&E plans

Generate test reports

Maintain the Segment Specification VM

Support the ST&E IPT with site installation and testing

	C3S & IDPS & FTS IPTs
	Generate detailed system test procedures for that portion of the test it conducts

Acquire resources and execute the segment T&E plans

Generate test reports

Maintain the Segment Specification VM

Support the ST&E IPT with site installation and testing

	PAYLOAD IPT
	TBD

	OPERATIONS IPT
	Participates in system end-to-end testing

Provides launch, early orbit and anomaly (LEO&A) support to NPP and provides operational support for NPP, starting at 90 days (TBD) after NPP launch

Supports NPOESS OT&E, as required

Provides LEO&A NPOESS support, to the extent specified by the contract
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Figure 3.2-2 T&E Requirements Flowdown and Documentation

At a time appropriate to the maturity of each T&E requirements document, the document is placed under configuration control.  Any proposed revisions thereafter are subject to an approval process defined in the NPOESS Hardware Configuration Plan.  Specifically, this test plan and the companion document, Cal/Val Plan, Vol. 1, will be placed under configuration management control at the NPOESS CDR.

3.2.1.2 Integration and Test (I&T)

During the PDRR phase, the segment I&T Leads:

· Contribute to the development of a comprehensive test program at the system, segment and lower levels

· Conduct T&E implementation trades

· Participate in the development of specification VMs

· Support identification of performance requirements verifiable by test

· Review design options for testability

· Plan I&T activities for the EMD phase

· Support NPOESS OT&E, as required

During the EMD phase of the program, the I&T Leads implement the planned T&E activities applicable to their area of responsibility.  The principal I&T functions include:

· NPP support (testing of the VIIRS and CrIS sensors at spacecraft level, testing of the IDPS and C3S with full NPP functionality)

· Development of detailed I&T requirements and procedures

· Execution and control of I&T activities at the factory, and at the launch site (LS) (except NPP)

· Launch support (except NPP)

3.2.1.3 Mission Operations

In the PDRR phase, the mission operations function is provided by the SE&I IPT.  It supports T&E planning by specifying additional test requirements, derivable from potential operational scenarios.

In the EMD phase of the program, the mission operations IPT reports to the O&S IPT; it: 

· Participates in system end-to-end testing

· Provides launch, LEO&A support to NPP and provides operational support for NPP, starting at 90 days (TBR) after NPP launch

· Supports NPOESS OT&E, as required

· Provides LEO&A NPOESS support, to the extent specified by the contract

3.2.1.4 Product/Quality Assurance

In response to contractual requirements, Product Assurance/Quality assurance (PA/QA) and reliability define controls imposed on the T&E process.  These controls include:

· Review and approval of T&E-related documentation (from a process perspective)

· Control of non-conformances

·  Safety (as it applies to T&E activities)

· Management of parts, materials, and manufacturing processes

· Communication of quality requirements to performing organizations and ensuring their compliance

· Systematic audits of processes, procedures, and operations designed to implement program requirements against existing directives and work instructions

· Perform supplier surveys, procurement document review, source surveillance and inspection as required to ensure conformance to specified requirements

· Assure calibration of all measuring and test equipment used for hardware/software qualification and acceptance tests

PA/QA controls are also imposed on subcontractors via the PA Plan.  Subcontractor internal practices are approved (in lieu of PA-imposed controls), when it can be shown that such practices: 

· Are equivalent to and meet the intent of NPOESS contractual requirements

· Do not result in loss of rigor and/or increase technical/programmatic risk

· Provide a cost-effective alternative

3.2.1.5 Documentation and Configuration Management

T&E documentation can be grouped into classes of documents, which are developed and appropriately controlled per the Hardware Configuration Plan.  They include:

· T&E Plans

· Detailed I&T Plans

· Demonstration and Test Procedures

· Demonstration and Test Reports and related documentation (e.g., discrepancy reports) 

· Verification Reports (e.g., verification analyses)

· In-process Manufacturing Records

· Approved waivers

In particular,

· Inspection and test records of the satellite and its equipment, C3S and IDPS equipment are maintained by serial number and are available for review during the service life of the system.  These records indicate all relevant test data, rework or modifications, installations and removals

· IWPTB/MSS design-specific information is maintained, to be provided for the development of an independent model of system end-to-end performance

The level of approval required varies depending on the document at hand.  The Configuration Management Plan identifies the approval authority for all T&E documentation.  The government’s right of approval is defined by the applicable provisions of the contract.      

3.2.1.6 Subcontractor Oversight

In both the planning and implementation phases of T&E activities, the contractor maintains review and approval authority of related subcontractor documentation and hardware/software products.  

Subcontractor T&E requirements are embodied in the applicable specification (section 4, including the VM), the NPOESS Product Assurance Requirements for Subcontractors and applicable contractual instrument(s).  In the course of the production phase, subcontractor T&E activities and documentation are reviewed, as appropriate, to ensure that the VM requirements are properly implemented and contractual requirements are met.  Such reviews include witnessing qualification of hardware/software end items.

Subcontractors are allowed to use their internal T&E practices and procedures when the conditions of paragraph 3.2.1.4 are met.  In all other cases, contractually binding PA controls are imposed.

The subcontractor management process is summarized in Figure 3.2-3.

3.2.1.6.1 Acceptance of Subcontractor Products

At the conclusion of all T&E activities, subcontractor-developed hardware/software products are accepted by the contractor after successful completion of a Configuration Inspection.  In preparation for a Configuration Inspection, the subcontractor assembles a complete package of pertinent requirements documentation, design data, verification reports, test data/reports, discrepancy resolution reports, approved waivers and other evidence of compliance to stated specification requirements.  The package is reviewed in detail, at the subcontractor’s facility, by a team of contractor personnel, which consists of engineering specialists, QA engineers, configuration and subcontractor managers. At its discretion, the IPO participates in subcontractor Configuration Inspections. 
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Figure 3.2-3 Management of Subcontractor DT&E Activities

 Typically, a Configuration Inspection lasts two to three days.

In the case of satellite-related hardware, successful completion of the Configuration Inspection provides approval to ship to the contractor via specified commercial means of transportation.  Upon delivery to the designated contractor facility, appropriate contractor personnel inspect the hardware and review the accompanied documentation.  A functional test follows to ensure the hardware performance has not been adversely affected during transportation.

3.2.1.6.2 Sensor Protoqual Testing Oversight 

During the EMD phase, the NPOESS sensors are protoqualified at the instrument contractor’s facility.  Contractor engineering and quality assurance observers verify the adequacy of the tests performed.  If deficiencies in testing are assessed, supplemental testing is performed.  The sensors are accepted for integration with the spacecraft per the procedure outlined in paragraph 3.2.1.6.1.

In addition to oversight during the production phase of the EMD instruments, the contractor defines the specific test requirements for the VIIRS, CrIS, C3S and IDPS portion of the NPP LEO&A activities.  These requirements are documented in segment test plans for C3S and IDPS and in (TBD).

3.2.1.7 T&E Reviews

Throughout the chronology of the NPOESS program, NPOESS T&E activities are reviewed both informally and formally.

Informal reviews include, but are not limited to: 

· ST&E IPT coordination meetings

· Internal audits of specific T&E plans, or activities

· Internal management reviews

· Monthly face-to-face meetings

· Test Planning Working Group (TPWG) meetings

· SI&T Working Group meetings (for NPP)

· Program monthly management reviews, as appropriate

Formal reviews include, but are not limited to:

· Program reviews at all major milestones (System Requirements Review [SRR], System Functional Review [SFR], Interim Design Review [IDR], Preliminary Design Review [PDR], Critical Design Review [CDR])

· Factory Acceptance Test (FAT) Test Readiness Reviews (TRRs)

· Site Test (ST) and Segment Acceptance Test (SAT) TRRs

· Readiness to ship

· Satellite mission operations readiness

· System readiness (Initial Operational Capability [IOC] and Full Operational Capability [FOC])

· Other reviews contractually required by the government

In addition, the contractor supports government-led reviews, as required by the contract, including NPP and NPOESS flight readiness reviews.

Table 3.2-3 summarizes the content of representative T&E reviews.

3.2.1.7.1 Review of Test Activities

Formal testing of deliverable hardware and software is subject to a rigorous review documented in company practices and lower level T&E documentation. 

Prior to the initiation of a major test activity, a TRR is held to verify readiness of

· Knowledgeable personnel

Table 3.2-3.  representative T&E Reviews 

	REVIEW
	CONTENT

	Program Review at major milestone
	TBD

	FAT TRR
	Compliance with test plan requirements

Schedule of test activities during the formal acceptance test period

Overview of test procedures

Overview of test environment, including availability of test facilities

Status of requirements verification and plans for updating the segment VM

Waivers, deviations, and liens

Configuration status of the hardware

Configuration status of the software

Configuration status of test procedures

Readiness of test equipment, including calibration status

Roles of test team and Customer personnel

Problem reporting process

Open problem reports and closure plan

Open work orders

Discussion List Items (DLIs)  that may potentially impact testing

	ST TRR and SAT TRR
	Compliance with test plan requirements

Schedule of test activities during the formal acceptance test period

Overview of test procedures

Overview of test environment, including availability of test facilities

Status of requirements verification and plans for updating the segment VM

Waivers, deviations, and liens

Configuration status of the hardware

Configuration status of the software

Configuration status of test procedures

Readiness of test equipment, including calibration status

Roles of test team and Customer personnel

Problem reporting process

Open problem reports and closure plan

Open work orders

Discussion List Items (DLIs) that may potentially impact testing

	Readiness to Ship
	Summary of testing performed, including special tests

Status of requirements verification

Review of open problem reports and work-off plan

Review of open work orders and work-off plan

Review of waivers, deviations, and liens

Review of open Discussion List Items (DLIs)

Suggestions for improving future testing

Shipping and installation plans and schedule

	Satellite mission operations readiness (for each satellite)
	TBD

	System Readiness (IOC and FOC)
	TBD


· The test article 

· Associated support equipment and test environment

· Associated test procedures and other documentation

The TRR is led by the appropriate I&T Lead engineer.

At the conclusion of the test, a post-test review (PTR) is held; all events relevant to the test activity are reviewed, including a “quick look” of the test data.  Documented discrepancies, if any, are reviewed and dispositioned depending upon the nature of the discrepancy.  Reportable failures are deferred to the Failure Review Board which performs the final, formal review in accordance with the QA Plan.

3.2.1.8 Training

All personnel who work on NPOESS deliverable hardware are trained and, if required, certified.  Both the contractor and subcontractors maintain government-approved certification training programs, as described in the System Specification and contract.  Training programs for non-certified skills (e.g., technicians, test conductors, clean-room operators) are initiated and maintained by the contractors.  

I&T personnel receive both classroom and hands-on training.  Space Segment integration facilities are set up and verified by an independent I&T audit in accordance with standard company practices. Personnel training is an Integrated Logistics Support (ILS) responsibility.

3.2.1.9 Safety

The NPOESS system safety program provides for the identification and control of hazards to personnel, contractor and government facilities and support equipment, and to operational hardware during the manufacturing, assembly, integration and test at the contractor (and subcontractor) facilities and during launch site operations.  An integrated approach is implemented, where design, manufacturing and test engineering organizations participate in the safety program to ensure that all program safety requirements as fully defined, reviewed, analyzed and implemented in accordance with the System Safety Program Plan, which is part of the Environmental Health and Safety Concepts document. Safety is a QA responsibility.

3.2.1.10 Security

TBD

3.2.2 Government Organizations and Responsibilities

The government organizations pertinent to NPOESS T&E activities (and associated responsibilities) are defined in the Test Planning Working Group (TPWG) and Combined Test Force (CTF) charter.

3.2.3 Organizational Interfaces

In the PDRR phase, the IPO provides the formal interface between the ST&E IPT and the government T&E community.  The contractor participates in TPWG activities only as an observant.  In the EMD phase, the contractor becomes an active member of the TPWG, and as such,  the contractor interfaces directly with the representatives of all participating government agencies. 

3.3 DT&E Program Structure

This section provides the “top view” of the salient aspects of the pre-launch DT&E program.  

In the context of this plan, “pre-launch DT&E” consists of all T&E activities, from contract initiation, to lift-off.  These activities include test, assembly and integration of all NPOESS hardware and software at the factory, shipment to and processing at the launch site, and final checkout on the launch pad.

3.3.1 Pre-Launch DT&E

3.3.1.1 Payload Calibration/Validation (Cal/Val)

Pre-launch payload verification and calibration are critical components of the overall DT&E program.  The payloads (sensors and other instruments on the NPOESS spacecraft) undergo a rigorous process of demonstrating that the sensor design meets all applicable requirements and are ready for launch.  

The objectives of the sensor qualification test program are:

· Qualify the sensor design and verify that it meets all performance and interface requirements when exposed to operational environments

· Verify that the sensor hardware and software are free of workmanship and latent defects and are acceptable for flight

· Validate the equipment and procedures necessary to support ground and flight operations

· Adequate design margins have been included in the system design

The sensor qualification program is designed to ensure that these goals are achieved.  As SSPR, the contractor maintains oversight and insight into all aspects of qualification testing.

Sensor qualification is performed by the sensor developer, prior to delivery to the contractor for integration with the spacecraft.  The methods discussed in paragraph 1.2 (in appropriate combination) are applied to verify sensor performance per applicable specifications.  The details are provided in the sensor unique qualification test and Cal/Val plans.

3.3.1.1.1 Sensor Requirements Verification

The sensor requirements verification process consists of a series of analytical investigations, physical property measurements, inspections, functional demonstrations and tests.  The specific tests and measurements are based on the sensor requirements as specified in the sensor unique performance specification document.  The tests and measurements serve to characterize the performance of each sensor and verify its operational readiness.  The sensor requirements verification process shall include a range of environmental conditions encountered during the handling, storage, transportation, pre-launch, launch and in-orbit phases of each sensor’s lifetime.

The verification program begins at the sensor manufacturer’s plant with functional testing of the assemblies, and continues through functional and environmental tests, supported by appropriate analysis at the component, subsystem and sensor level. The program continues then at the satellite factory with functional and environmental tests, again supported by appropriate analysis, at the sensor and satellite level, and concludes with a system level test of the entire payload element after integration on the spacecraft. 

The results of all requirements verification tests and measurements will be recorded and archived in an appropriate electronic format.  In some cases these results are stored in a database for later retrieval and utilization within the IDPS.  The test results are documented in test reports and the formal test conduct shall be documented in a test log.

The specific details of the sensor requirements verification tests and measurements are detailed in the sensor unique test plans and in the sensor unique Cal/Val plan.

3.3.1.1.2 Sensor calibration approach

Sensor calibration is a critical step in the sensor requirements verification process.  As part of the requirements definition process for each NPOESS sensor, calibration requirements for each measurement channel will have been specified.  The calibration process for each sensor is described in detail in the sensor unique Cal/Val plan.

The calibration of each sensor occurs at the sensor contactor’s calibration facility.  The function of these tests is to verify the calibration requirements for each sensor as well as the mathematical model for calibration.  The calibration constants derived from these measurements are used as part of the sensor data calibration process in the IDPS.

Sensor calibration is repeated as required and specified in the sensor unique performance requirements document.  A given sensor may require recalibration after a specified period of time has elapsed whether the sensor is in storage or integrated on  the spacecraft.  

As a result of the long mission during and the unique role NPOESS plays in the measurement of many important climate related EDRs many of the NPOESS sensors will benefit from calibration inter-comparisons or round robins.  This process involves comparing the calibration of two or more different sensors to the same calibration standards or the comparison of different calibration sources using a transfer radiometer.

After the sensors are activated, the integrity of the calibration is verified using internal calibration sources, or vicarious targets (sun, moon or earth-based), as appropriate.

3.3.1.1.3 Resources

The resources necessary to perform the tests and measurements for sensor verification and calibration vary with sensor type.  These would include:

· Sensor unique test fixtures and setup (e.g., antenna range)

· Sensor unique calibration standards and transfer radiometers

· Thermal/Vacuum chamber

· Acoustic Chamber

· Vibration test facilities

· EMI/RFI test facilities

For those sensors where it is possible to have a calibration standard that is traceable to a National Institute of Standards and Technology (NIST) maintained standard, it is necessary to obtain and maintain the NIST certification over the NPOESS mission duration.

The specific resources required for each sensor pre-launch verification and calibration are listed in the sensor unique Cal/Val plan.

3.3.1.2 Segment Verification

The distributive approach to verification (summarized in figure 1.4-1) is applied to each segment.  Following the fundamental principles discussed in paragraph 1.4, 

· requirements verification is performed at the lowest level possible within each segment, ultimately leading to the verification of segment requirements

· lower level assemblies are successively integrated to form higher level assemblies

· verification of applicable requirements is accomplished by a combination of verification methods, optimized for cost, completeness and rigor. 

Save for testing, verification activities are fundamentally equivalent among the various segments.  The test program differs from segment to segment depending on the hardware and software at hand.

3.3.1.2.1 Flight Hardware Testing

At all levels of assembly, testing of space segment hardware is characterized by a sequence of comprehensive performance tests at ambient conditions, environmental tests and functional (limited performance) tests performed at ambient conditions in-between environmental exposures.  Environmental tests are designed to verify the adequacy of design margins (hardware qualification testing) and workmanship (hardware acceptance testing).  The defined environmental test conditions are in accordance with MIL-STD-1540C guidance, tailored in EV1 and EV2.  

Special tests are performed on limited-life equipment (e.g., batteries and mechanisms) to verify on-obit longevity.  

3.3.1.2.2 Non-Flight Hardware Testing

Unlike flight hardware, C3S, IDPS, FTS, and SS ground support equipment is tested to best practices at ambient conditions (their operating environment); hardware qualification and acceptance is conducted under identical conditions.  Life testing  does not apply.

More often than not, non-flight hardware is COTS equipment, and only acceptance tested by the supplier against the supplier’s specifications. COTS equipment is inspected upon delivery and initially tested based on engineering judgment. COTS is subsequently tested during higher level integration and test activities.  

3.3.1.2.3 Launch Support Segment Verification

This plan assumes that, prior to delivery to the launch site, the government will ensure that the government-furnished launch vehicle (LV) is fully integrated and qualified for flight by the LV contractor; launch site support equipment and facilities are certified, as required; and, procedures for processing and launching the NPOESS satellite are in place and validated.

Upon arrival, the NPOESS satellite is tested to ensure that the transportation environment has not adversely affected its functionality.  LV-satellite I&T is performed by site personnel and the contractor.

3.3.1.2.4 Resources

TBD

3.3.1.3 System Verification and Validation

The predominant methods of pre-launch system-level verification are analysis, demonstration and test; in combination, these methods are applied to verify compliance with system specification requirements.  

Following verification of internal and external interfaces, NPOESS Compatibility Tests (NCTs) are conducted to exercise people, procedures, database checkout and verify overall system compatibility and functionality.  Four such tests are conducted; the last one is performed with the satellite at the launch site.  

3.3.1.3.1 System Validation

Pre-launch system validation is accomplished by demonstrating acceptable system operation, to the extent that the 1-g environment allows.  To this end, a typical portion of the on-orbit timeline is replicated, while the NPOESS satellite is at the contractor integration and test (I&T) facility.  Typically, a period of up to 72 hours is chosen, during which both “ground contacts” and satellite autonomous operations are scheduled.  During this “day in the life of NPOESS”, the satellite accepts real-time commands from the MMC flight operations team (during scheduled points of contact), executes autonomously stored command sequences and transmits telemetry to the MMC, per the operational scenario. During the test, the satellite is continuously monitored by the contractor test crew, which does not interfere with its operation, except in the event of any indication of anomalous behavior; in such a circumstance, the capability is provided for the test crew to assume control of the satellite operation.

3.3.2 IWPTB for Verification and Validation

3.3.2.1 IWPTB Objectives

The objectives for the IWPTB are to

· Provide the functionality that the System Specification requires of the IWPTB

· Provide  validated models for testing EDR performance

· Provide support to NPOESS IPTs

· Support design trades

· Support verification efforts

· Provide support in the on-orbit phase in algorithm maintenance and EDR performance optimization

3.3.2.2 IWPTB Functions

Each objective is achieved by the development of functions within the IWPTB. This section outlines the functions that the IWPTB provides.  IWPTB functions can be provided using analysis, modeling, and/or simulation.

Function #1.  Provide demonstration capability

Function #2.  Support ETE requirements validation

Function #3.  Provide to the IPO sufficient design-specific information to accurately model the system end-to-end performance.

Function #4.  Validate EDR Requirements

· Validate EDR requirements based on the instrument design and performance characteristics and the scientific algorithms
· take into account all relevant sources of error, including those associated with the scene radiance, instrument, spacecraft, data transmission, and algorithms
· verify that EDR requirements are met under a broad range of conditions, and 

· ensure that statistical errors are negligible for those simulations involving random variable generation

Function #5.  Analyze Effects of Data Bases

· Include in requirements flowdown analysis uncertainties in data from any databases that are relied upon in generating EDRs

· identify and quantify any EDR performance degradation resulting from the lack of availability of any database or other ancillary data.

Function #6.  Provide IDPS development and prototyping support.

The IWPTB is discussed further in par. 4.6.4.6, as it relates to EDR quality assessment and system validation.

3.3.3 Post-Launch DT&E

Once insertion into final orbit is complete, satellite activation and checkout commences. It is followed by a series of tests designed to demonstrate readiness to begin mission operations; of these, verification of sensor performance and calibration is a critical activity.

4 PRE-LAUNCH DT&E PROGRAM

In its entirety, this section provides the specifics of T&E at all levels of assembly – parts to system.  The discussion provides reasonably detailed descriptions of verification activities (analyses, tests, etc.), enhanced by appropriate test and T&E activity flows.  This section provides the basis for the development of lower-level (e.g., segment, element) detailed T&E requirements and plans.

4.1 Space Segment (SS) Requirements Verification

SS designs are verified by one, or a combination, of the methods defined in paragraph 1.2.4 to ensure compliance with specification requirements within acceptable tolerances.  

In the case of verification by test, the first unit of a new or substantially modified design is protoqualified; subsequent units of the same design are acceptance tested.  All units under test are identical, or sufficiently similar to the flight units, so as not to invalidate the test results.

4.1.1 Parts, Materials and Processes

Parts, materials and process controls are implemented during the production of all items to meet the reliability program requirements and objectives.  Non-conforming materials, or assembled units in each lot are reworked and re-screened.
4.1.1.1 Parts Verification
Parts verification activities are defined in the NPOESS Parts, Materials, and Processes (PM&P) Control Plan (TBD), which  

· Defines policies for standardization and minimization of new parts

· Defines a closed loop failure analysis reporting system

· Identifies the flowdown of the contractor parts program requirements to the subcontractors

· Defines parts screening and derating requirements and establishes the processes for the review of parts selection, screening, and derating of existing subcontractor designs to ensure compatibility with NPOESS requirements.

· Defines parts qualification (by use of existing data, testing, similarity or flight history) and lot qualification maintenance 

4.1.1.2 Material Verification

Materials specified for the NPOESS Program are controlled by drawing.  Sampling plans are identified in TBD. In cases where acceptance testing is not performed, certified test reports documenting verification of material requirements is provided by supplier(s).

4.1.2 Component Qualification

Verification at the component level is emphasized to achieve a high degree of design confidence.  In particular, subassemblies and components are subjected to rigorous screens, visual inspections and testing in order to surface design and/or workmanship problems prior to integration into higher assemblies, thus avoiding potentially costly disassembly, rework and retest.  Verification at the component-level is consistent with MIL-STD-1540C guidance.

Figure 4.1-1 annotates the protoqualification test flow for avionics and electronic components.  The test sequence begins and ends with a comprehensive performance test; in-between, the components are subjected to environmental exposures, each followed by a functional test in order to verify component performance per specification.  Environmental exposure levels and duration are consistent with MIL-STD-1540C.

Following a modal survey, the load-carrying spacecraft structure is stressed to qualification levels to verify the adequacy of design margins, unless qualification by similarity applies.  The qualification test structure is not flight worthy and is used as mechanical support equipment during the satellite integration and test.  The flight structure is acceptance tested as part of the integrated satellite.

Components whose performance degrades in time (e.g., explosive ordnance devices, batteries and mechanisms) are subjected to a life test to verify their on-orbit life expectancy.  Such components may be refurbished and acceptance tested for flight per the requirements of MIL-STD-1540C.
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Figure 4.1-1.  Flight Hardware Protoqual Test Flow: Avionics and Electronic Components 

4.1.3 Component Acceptance 

In the circumstance of verification by test, component acceptance differs from component qualification in two aspects:

· The purpose of acceptance testing is to verify workmanship (not design), and

· Environmental testing is less stressful than exposure to either the protoqualification or qualification environments

In all other respects, component acceptance follows the same test flow and processes as component qualification.

4.1.4 Sensor Qualification 

As discussed in Section 3.3.1.1, each NPOESS sensor undergoes qualification testing at the sensor contractors’ facilities.  Figure 4.1-2 annotates the qualification test flow.  The sequence consists of comprehensive performance tests at ambient conditions, environmental tests and functional (limited performance) tests in-between environmental exposures.  These tests are conducted over the necessary range of sensor states and modes, as specified in the sensor unique test plan.  A summary of the sensor qualification testing is presented in the following sections.  The details of sensor qualification testing are provided in the sensor unique test plans and Cal/Val plans.

4.1.4.1 Visible/Infrared Sensors

The NPOESS visible/infrared sensors include:

· VIIRS

· CrIS (part of CrIMSS)

· OMPS

· TSIS

· ERBS

· APS

4.1.4.1.1 Performance and Functional Tests

The details of sensor performance and functional testing are provided in the sensor unique test plans developed by the sensor contractors and summarized in the Cal/Val plans.  This section presents a summary of the performance and functional tests for the Visual/IR sensors.
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Figure 4.1.2 Sensor PRE-LAUNCH test sequence

Sensor Characterization

The Visual/IR sensors undergo a series of tests designed to characterize the sensor performance.  These tests are designed to verify the requirements in the sensor specification for parameters such as:

· Channel gain and linearity

· Channel noise

· Detector array characterization

· Optical system performance: throughput, PSF, stray light, 

· Polarization sensitivity

· Channel boresight determination and alignment

· Band-to-band registration

A complete description of these tests is provided in the sensor unique Cal/Val plans.

· Sensor Calibration

Sensor calibration testing is performed on all NPOESS sensors.  These tests are designed to verify the sensor calibration requirements and calibration math model.  In addition, these tests provide the coefficients necessary to perform sensor data calibration within the IDPS.  The detailed calibration process is unique to each sensor and discussed in the appropriate sensor Cal/Val Plan; however, there are many common aspects to sensor calibration.  Each sensor is calibrated under conditions which simulate the operational environment for the sensor at hand.  It is, therefore, necessary to carryout sensor calibration in a T/V chamber.  

The Visual/IR sensors are generally calibrated in terms of radiometric quantities, such as radiance or irradiance.  The pre-launch calibration characterizes the sensor on-board calibration sources.  These sources are used on-orbit to verify sensor calibration and measurement stability.   Pre-launch calibration also determines the calibration coefficients necessary to convert sensor output (counts) to the appropriate radiometric quantity.

4.1.4.1.2 Environmental Tests

A standard set of environmental tests tailored to the NPOESS requirements are performed on each of the NPOESS sensors, per the sequence shown in Figure 4.1-2.  Between environmental exposures, functional are test performed to verify that sensor performance still meets requirements.  

4.1.4.1.3 Special Tests

No special tests for the Visual/IR sensors are defined (TBR).

4.1.4.2 Microwave Sensors

The NPOESS microwave sensors include:

· CMIS – Conical Microwave Imager/Sounder

· ATMS (part of CrIMSS) - Advanced Technology Microwave Sounder

· ALT – radar altimeter

Both the CMIS and ATMS are microwave radiometers and the ALT is a radar altimeter (scatterometer).

4.1.4.2.1 Performance and Functional Tests

The details of sensor performance and functional testing are provided in the sensor unique test plans developed by the sensor contractors and summarized in the Cal/Val plans.  This section presents a summary of the performance and functional tests for the microwave sensors.

· Sensor Characterization

The microwave sensors undergo a series of tests designed to characterize the sensor performance.  These tests are designed for verify the requirements in the sensor specification for parameters, such as:

· Channel gain and linearity

· Complete characterization of the antenna patterns and feedhorn patterns

· Measurement of the polarization state for all channels: cross polarization isolation, 

· Frequency, bandwidth and stability of all channels

· Channel bore sight determination and alignment

· Channel noise measurements (NEDT)

· Cold space view: reflector pattern measurements
In the case of the radar altimeter these tests include:

· Transmitted power

· Pulse characteristics

· Receiver characteristics: AGC, etc.

· Antenna Characteristics: antenna phase center measurement

Many of these detailed measurements may be performed at ambient conditions and then verified by limited performance testing in the thermal vacuum environment.

· Sensor Calibration

Sensor calibration testing is performed on all NPOESS sensors.  These tests are designed to verify the sensor calibration requirements and calibration math model.  In addition these tests provide the coefficients necessary to perform sensor data calibration within the IDPS.  The detailed calibration process is unique to each sensor and discussed in the appropriate sensor Cal/Val Plan; however, there are many common aspects to sensor calibration.  Each sensor is calibrated under conditions which simulate the operational environment for that sensor.  It is, therefore, necessary to carryout sensor calibration in a T/V chamber.  

The microwave radiometers (CMIS and ATMS) are generally calibrated in terms of brightness temperature.  The pre-launch calibration characterizes the sensor on-board calibration sources, usually a warm target and a view of deep space (corresponds to the cosmic background radiation).   These sources are used on-orbit to verify sensor calibration and measurement stability.   Pre-launch calibration at the developer’s facility also determines the calibration coefficients necessary to convert sensor output (counts) to the appropriate radiometric quantity.

Generally speaking, it is intended that the sensor calibration be a complete end-to-end process including all input signal paths.  In some cases this is not always possible or cost effective.  For example, in the case of the CMIS, the basic calibration process does not include the main antenna reflectors, but starts at the antenna feedhorns.  In such cases, the overall calibration model is verified by a combination of analysis and tests.  Separate tests are performed on the antenna reflector and the remaining CMIS subsystems.  The results of these tests are combined by analysis to verify the overall end-to-end calibration of the CMIS.

· Altimeter Calibration – TBD.

4.1.4.2.2 Environmental Tests

See paragraph 4.1.4.1.2.

4.1.4.2.3 Special Tests

No special tests for the microwave sensors are defined (TBR).

4.1.4.3 GPSOS

GPSOS is an RF receiver that provides profiles of the ionosphere and the atmosphere by tracking GPS satellites

4.1.4.3.1 Performance and Functional Tests

The details of the GPSOS performance and functional testing are provided in the sensor unique test plans developed by the sensor contractors and summarized in the GPSOS Cal/Val plan.  This section presents a summary of the performance and functional tests for the GPSOS.

· Sensor Characterization

TBD.
· Sensor Calibration

TBD

4.1.4.3.2 Environmental Tests

See paragraph 4.1.4.1.2.

4.1.4.3.3 Special Tests

No special tests for the GPSOS are defined (TBR).

4.1.4.4 Space Environmental Sensors

The Space Environmental Sensor Suite (SESS) is a set of instruments designed to measure a variety of EDRs above the Earth’s stratosphere.

4.1.4.4.1 Performance and Functional Tests

The details of SESS performance and functional testing are provided in the sensor unique test plans developed by the sensor contractors and summarized in the Cal/Val plans.  This section presents a summary of the performance and functional tests for the SESS.

· Sensor Characterization

TBS
· Sensor Calibration

TBD

4.1.4.4.2 Environmental Tests

See paragraph 4.1.4.1.2.

4.1.4.4.3 Special Tests

No special tests for the SESS are defined (TBR).

4.1.5 Sensor Acceptance 

Sensors are accepted by the contractor for integration with the spacecraft per the process discussed in paragraph 3.2.1.6.

4.1.5.1 Tests at Higher Levels of Assembly

At the satellite level, the sensor suite is subjected to the satellite protoqualification test sequence.  To the extent possible, sensor functionality is verified before, during and after environmental exposures.  Sensor performance can only be demonstrated (in part) during the satellite thermal vacuum test (par. 4.1.7)

While in storage and at the launch site, the satellite has the capability of being externally tested to assess state of health and operational readiness (par. 4.1.7.6, 4.4).

4.1.6 Spacecraft (S/C) Integration and Test (I&T) 

The Spacecraft Integration and Test (SC I&T) starts with the delivery of the spacecraft flight structure and the flight avionics suite to the integration and test high bay.  This activity ends when the spacecraft is fully assembled, integrated, tested and ready for integration with the payload.

The spacecraft structure includes the main electrical harnesses and thermal components.  The avionics components (Electrical Power and Distribution Subsystem [EPDS], Command and Data Handling Subsystem [CADH], Attitude Control Subsystem [ACS], Radio Frequency Subsystem [RFS], and Thermal Control [TCS] Subsystem components) are prepped, installed, and electrically integrated on the spacecraft structural panels and main bus structure.  

4.1.6.1 Subsystem Verification

Verification of flight avionics subsystem requirements is performed on the spacecraft, at ambient conditions, using an integrated approach.  

The first subsystem installed on the spacecraft structure is the EPDS.  Cable routing, voltage, grounding and load tests are performed using ground support equipment and flight-like dummy loads.  

The CADH is installed next.  Command and telemetry interfaces are verified by transmitting command and telemetry response sequences from the ground based System Test Computer.  The CADH subsystem verification is an iterative process that is completed as other subsystems are integrated.  Flight software is installed and verified through a series of automated test sequences which include processor uploads and memory dumps.

The ACS is integrated and tested.  During installation of this subsystem detailed alignment measurements are performed with respect to the spacecraft master reference cube and coordinate system. 

The RFS is tested using a standardized and calibrated EGSE X-band, Ku-band, and L-band receiver and S-band transponder.  Additional subsystem tests are performed at the satellite level, with the use of the NASA Compatibility Test Van (CTV) to verify Space-flight Tracking and Data Network (STDN) compatibility.

Thermal subsystem testing is performed by varying on-board processor controlled temperature settings to activate and verify heaters.  Thermostatically controlled heaters are tested during the satellite thermal vacuum test, or are externally cooled using cooling gas.

The propulsion subsystem is integrated as a “bolt-on” module.  The complete command/telemetry and fluid paths are tested after integration with the rest of the spacecraft.

Measurement of spacecraft mass properties is the last T&E activity at his level of assembly.  Weight, center of gravity (cg) and moments of inertia are measured to verify the predicted values. 

4.1.7 Satellite Requirements Verification 

For the purposes of this plan, a satellite is defined as the SC plus at least one sensor.  Each of the NPOESS satellite configurations defined in table 1.3-1 is tested per the sequence annotated in figure 4.1-3; environmental test levels and duration are set at protoqualification values defined in a tailored MIL-STD-1540C (EV1, EV2).  Flights #4, 5 and 6 are acceptance tested per a tailored MIL-STD 1540C (EV1, EV2).

With reference to table 1.3-1, the 1330 and 2130 configurations are protoqualified first.  Should the 1730 configuration be required, the following process is implemented: The ALT and TSIS sensors are mounted on a surrogate platform and exposed to a protoqualification sine vibe and acoustic environments.  The platform structural characteristics are such that the correct dynamic inputs at the sensor interface are produced.  The sensors are then mounted on the SC, while the CrlS, ATMS, OMPS,GPSOS, ERBS and SESS sensors are removed.  The resulting 1730 satellite configuration is tested for EMC/RFI and subjected to a protoqualification TV/TC test.  It should be noted that exposure of the equipment common to the 1330 and 1730 configurations to a second TV/TC test adds a negligible thermal stress to the total thermal cycles experienced on orbit over the life of the satellite; the additional test cycling is certainly within the design margins.

The satellite test sequence follows the verification of spacecraft -to-sensor interface requirements (per applicable Interface Control Documents [ICDs]) in a series of “in-process” tests during satellite integration.  The test sequence starts with an Integrated Satellite Test (IST), which is followed by a series of environmental tests.  Functional (limited performance) tests are conducted in-between
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FIGURE 4.1-3.  SATELLITE PROTOQUALIFICATION TEST FLOW

 environmental exposures to verify satellite integrity following each environmental test.  The sequence ends with a repetition of the IST to verify that satellite performance still meets the applicable specification requirements, within specified tolerances.

The test sequence incorporates flight simulations of pre-launch, launch and orbital modes of operation.  

4.1.7.1 Integrated System Test (IST)

The IST exercises all satellite functions and verifies satellite specification requirements verifiable by test.  It provides the satellite performance “baseline” against which the effects of exposure to the dynamic and thermal environments can be assessed.  Completion of satellite protoqualification is declared after successful completion of the final IST in the test sequence (figure 4.1-3).

4.1.7.2 Functional Tests

Functional tests verify that satellite performance has not been adversely affected by exposure to a given dynamic test, satellite relocation, or on-orbit environment.  The parameters tested form a subset of the IST parameters, which is both necessary and sufficient to assess hardware integrity.  Functional tests are combined with NPOESS Compatibility Tests (NCTs) discussed in paragraph 4.6.3.

4.1.7.3 RF Test

Compatibility with TDRSS is verified with the use of the NASA Compatibility Test Van (CTV).  Commands are up-linked and telemetry is down-linked to verify that the LEO&A T&C link meets specification requirements.

4.1.7.4 Environmental Tests

Environmental tests subject the satellite to simulated EMC/RFI, dynamic launch and on-orbit environments.  Test conditions are defined in MIL-STD-1540C.

The EMC/RFI test measures both conductive and radiated emissions to verify both self-compatibility (i.e., compatibility among the various elements of the NPOESS satellite) and NPOESS compatibility with the LV.

During the acoustic test, the acoustic field spectrum is “shaped” to produce the predicted local environment at various parts of the satellite, depending upon the particular configuration.  The test results verify satellite integrity in the simulated dynamic environment, as well as validate the analytical structural dynamic model.

The Payload Adapter Fitting (PAF) is used in the separation test to demonstrate proper operation of the separation ordinance and verify structural integrity in the shock environment produced by ordinance firing.  This shock test also releases and test all deployables, including sensors, solar arrays and the astro-boom.

The thermal vacuum/thermal cycling (TV/TC) test verifies satellite performance in the on-orbit thermal environment.  The thermal balance test performed at the high and low temperature extremes serves the very important purpose of validating the analytical thermal model which, once validated, is used to verify the on-orbit thermal performance requirements of the applicable satellite specification.  The thermal vacuum environment also makes possible sensor performance testing, which can not be conducted at ambient conditions.

4.1.7.5 Pre-ship Tests

Pre-ship tests include

· Propulsion impedance test

· Satellite alignment tests

· Sensor-specific tests

· Satellite mass properties tests

A third NCT (discussed in paragraph 4.6.3) is also performed as part of the pre-ship test sequence.  Pre-shipment activities are discussed in par. 4.4.2.

4.1.7.6 Storage

While in storage, the satellite is tested to assess its state of health relative to operational use.  These tests include both spacecraft and sensor functional tests.  To this purpose, the test set(s) and test software used in satellite I&T are used.  

The satellite is tested in situ every six months.  At the same time, sensors are also tested, to the extent possible at ambient conditions, per the developers’ specifications. Several sensors require bi-annual calibration.  To accomplish this, they are shipped to the sensor developer facility, tested in the appropriate TV environment and re-calibrated once every two years, per the developers’ requirement.

4.1.8 Flight SW Verification/Validation

4.1.8.1 Requirements and Documentation

All NPOESS flight software is developed, verified, and validated according to the NPOESS Software Development Plan (SDP). The software test program ensures that individual components of each Software Item (SI) function correctly in a stand-alone mode, integrated components function correctly in capability strings, and that SIs function correctly to meet the requirements.  

4.1.8.2 Flight Software Test Levels

To provide a test program that results in a reliable product that meets all system requirements, the test approach for the flight software has the following objectives:

· Verify all requirements

· Maximize test efficiency by reusing test cases for multiple purposes (e.g., integration, software installation, regression, verification testing)

· Optimize the number of different tests to prevent testing a limited set of requirements 

· Focus on the resolution of critical test issues early in the testing schedule

· Verify requirements incrementally to reduce the risk inherent in a large test.

To ensure that all software modules operate correctly as individual units and together as an integrated product requires rigorous testing conducted at different levels of development and in different host environments.  Figure 4.1-4 defines six test levels for the NPOESS flight software.  The comprehensive six-level testing approach ensures that the flight software can successfully accomplish the NPOESS mission.  The level of detail of all test documentation is such that test results are reproducible with the same stimuli. 

The initial flight software testing is conducted at three levels in the development environment:

· Software Unit (SU) testing which emphasizes code integrity and design implementation.

· Software Component (SC) testing which verifies the proper implementation of both top level design and functional requirements.

· SI integration testing which proves functional and system-level performance of SCs integrated into a single product on the development host. 

At the completion of SI testing, formal qualification test (FQT) is performed.  This consists of two activities:

· Verification testing which demonstrates specific subsystem functional capabilities and performance requirements using the Flight Vehicle Simulator (FVS) and a processor simulator or actual breadboard/commercial processor.  This testing demonstrates that the flight software meets all of its requirements.  This is performed on the Software Development Facility.

· Validation testing which demonstrates that the flight software executes correctly with the spacecraft hardware.  It is performed using spacecraft functional equivalent hardware (e.g., engineering models, simulators) and/or actual flight hardware.  Specifically, we use the Electrical Engineering Model Test Bed (EEMTB) as described in 4.1.8.3 below.

Verification and Validation testing address the functioning of the software from a level of control and observation external to the software, i.e., through existing interface levels
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Figure 4.1-4.  NPOESS Flight Software TEST LEVELS

between the applicable computer and the spacecraft or between the computer and the ground.  Functional performance is controlled and observed from these external levels. The tests are chosen to minimize complexity of tests and/or to avoid tests so complicated as to make regression testing too difficult.  Examining of internal variables is performed when necessary.

Software qualification is an iterative process where software performance anomalies detected during FQT may require regression testing. Upon the successful completion of verification and validation test, the flight software is accepted.

The final level of testing is acceptance testing which demonstrates the compatibility of the flight software and the actual flight vehicle.  These are formal tests that verify flight software requirements that cannot be verified until the flight software is integrated with the spacecraft.

Flight software developers perform verification testing.  However, to maintain testing independence, developers are not allowed to perform verification testing of their own code.  Flight software developers support both validation testing and acceptance testing.  However, these levels of testing are performed by independent organizations.

4.1.8.3 Electrical Engineering Model Test Bed (EEMTB)

The EEMTB is electrically (or functionally, where simulations are employed) equivalent to the spacecraft avionics and sensor interfaces and processing.  It provides high fidelity hardware-in-the-loop, real time, closed loop simulations of any of the on-orbit NPOESS satellites, C1, C2 and C3 with their full suite of sensors.  It is designed to reduce risk for Assembly, Integration and Test (AI&T) and insure mission success by trailblazing spacecraft system checkout and by performing closed loop testing of actual on-orbit operations.  Parameter variations and failure modes may be applied to test system robustness.  Use of engineering model hardware provides the best fidelity (short of actual flight hardware) for testing interfaces, timing, etc.  It provides the best method for evaluating spacecraft operation in a closed loop environment.   

4.1.8.3.1 Flight Software Validation

The EEMTB is used to validate flight software (FSW) in parallel with FSW verification in the software development facility.  FSW is validated at a functional level.  All FSW states, subsystem modes, failure modes are exercised according to the expected on-orbit operations.  Interactions between on-board processing elements is validated by evaluating the system level functionality.  Evaluation consists of automated parameter verifications and offline analysis by responsible design engineers.  System performance is compared to engineering predictions and engineering simulations.

4.1.8.3.2 Subsystem Testing

The EEMTB is used to validate the C&DH, EPS, and GN&C subsystems and payload processing.  C&DH subsystem testing validates all system data transfers, rates, synchronization, etc.  Data bus performance is evaluated via monitors.  EPS subsystem testing utilizes AI&T EGSE to simulate the solar array, battery, and loads.  The bus voltage regulation and battery management is evaluated over a range spacecraft and solar array orientations, seasons, eclipses.  GN&C subsystem testing consists of a series of open and closed loop tests checking all configurations and modes.  GN&C uses the VDS simulated sensors and actuators controlled by the FSW.  Spacecraft dynamics, orbit dynamics, sun and moon simulations are also provided by the VDS.  

4.1.8.3.3 Assembly, Integration & Test EGSE and Procedure Checkout

The EEMTB is used to checkout the AI&T EGSE by using the same test sets and ground software for telemetry and command, high rate telemetry (Low Data Rate[LRD], High Data Rate [HRD], and Stored Mission Data [SMD]), electrical power, and the system test console.  EEMTB provides validation of the command and telemetry database limited to the fidelity of simulated components.  Temporary integration of the RF and GN&C test sets along with a temporary integration of flight communications and GN&C components provides the balance of EGSE checkout.  Open loop tests are run on the EEMTB to check out AI&T automatic test sequences (ATSs) and integration procedures including DC integration, power up and down, GN&C and EPS end to end tests, processor loads and dumps, SSR operation, and so on.

4.1.8.3.4 EEMTB Functional Description

The EEMTB is developed as a facility for flight software validation, subsystem test, and AI&T checkout of procedures and test sets.  It consists of high fidelity software simulation of heritage ACS components, C&DH and EPS engineering models, and payload sensor simulations.  Payload sensor simulations consist of flight equivalent sensor processing and interface elements integrated with a COTS computer executing a sensor simulation.  Sensor Engineering Development Units will be integrated into the test bed as available to provide high fidelity interface tests. Figure 4.1-6 annotates the functional block diagram.  Simulations are implemented in the Vehicle Dynamics Simulation (VDS) Test Set, which provides:

· Flight like 1553B and 1394 H/W interfaces

· Avionics, attitude control actuator and sensor simulation 

· Provide spacecraft dynamics simulation 

The EEMTB utilizes a fully flight-like spacecraft harness providing 1553B taps for the VDS and flight like connections for any S/C bus component.  The EEMTB utilizes AI&T equivalent EGSE for test control, telemetry and command, and simulated solar array and battery.  The program command and telemetry database is used.  Finally, the EEMTB provides a link between ground segment to TCTS via T1 line.

4.1.8.3.5 EEMTB Certification

The EEMTB is certified after successful completion of an acceptance test procedure (ATP), review of engineering development folders for simulation models, and a configuration audit.  The ATP consists of a series of functional tests, which exercise a set of satellite functions and interface checks with the EGSE, including command and telemetry checks.   Simulation data is compared to available engineering simulations,
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figure 4.1-6  EEMTB block diagram

e.g. ACS, EPS, and TCS.   Models are validated by analysis captured in engineering development folders and reviewed by customer and independent engineers.  

4.1.9 Ground Support Equipment Verification/Certification

4.1.9.1 Flight Vehicle Simulator (FVS)
The FVS provides high fidelity simulations of any of the on-orbit NPP and NPOESS satellites, including C1, C2 and C3 with their full suite of sensors.  Duplicate FVS versions are located at the MMC, BMMC, and the spacecraft production facility with the ability to connect any FVS to any MMC.  The FVS is used for executing scenarios for training, emergency procedures, flight and ground software tests and certification.  This includes verification of all uploads to the programmable spacecraft and payload on-board processing elements.   

4.1.9.1.1 Training and Emergency Procedures

The FVS provides a realistic simulation for training the operations team for satellite operations, including launch and early orbit deployments, orbit maneuvers, basic activity plan (BAP) and emergency procedures, such as safe mode recovery. The FVS prepares the flight operations team for any critical timelines, spacecraft response, and utilization of ground systems for normal and contingency procedures.  It also provides simulation of anomalous satellite operation to train the ground operations crew to respond to unexpected conditions.  

4.1.9.1.2 Ground Software Certification

The FVS is used: 

· To verify ground system software, such as the command and telemetry database, command sequence scripts, orbit maneuvering calculations and BAP generation  

· To test the ground system by the C3S segment

· To certify ground segment standard operating procedures and command plans before execution with an NPP/NPOESS satellite

4.1.9.1.3 Flight Software Certification

The FVS is used to verify flight software uploads made after launch and to verify that software uploads by the ground segment function properly before launch.  Verification consists of testing memory loads with associated ground procedures and verifying that the simulated satellite functions as expected and satellite telemetry verifiers match expected values.

4.1.9.1.4 FVS Functional Description
Figure 4.1-5 provides the functional block diagram of the FVS.   The FVS consists of the CADH subsystem, the EPS, the GN&C, the TCS and payload elements.  The DRR provides routing for commands, and any other communications among the MMCs and the FVSs.   To the MMC operator, the FVS looks like an NPOESS satellite.  The MMC operator is able to configure the FVS for any satellite orbit plane, satellite configuration, failure modes, initial date and time, etc.

With the exception of on-board processing components and their interfaces, all FVS components are simulated in software.  All component simulations provide response for associated commands.  Failure modes are simulated for all components.  The FVS provides a high fidelity simulation of all spacecraft orbit dynamics, spacecraft dynamics, environmental disturbances, sun, moon, and stars.  Spacecraft motion is simulated with six degrees of freedom. The simulation of flight software, spacecraft subsystems, and sensors are capable of being initialized to any commandable configuration.
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Figure 4.1-5.  Flight Vehicle Simulation Functional Diagram

· C&DH Functions

On-board processing is implemented with commercial equivalent or better processors, which meet the functional capabilities of the flight hardware.  The FVS on-board processors interface with the NPOESS program flight software development tools for image loads, modifications, dumps, etc. The FVS on-board processing components are capable of being updated with images of the spacecraft on-board processor and sensor flight software equivalent to the on-orbit images or test images. All redundancy and redundancy management is simulated. 

The FVS provides command, launch/early orbit/acquisition telemetry, LRD, HRD, and SMD links to the DRR.

· GN&C Functions

Spacecraft sensor misalignments, offsets, and noise are modeled.  Actuator misalignments, imbalances, and torque or thrust errors are modeled. Spacecraft dynamics are modeled with flexible bending modes.  Solar disturbance torque, aerodynamic disturbances and gravity gradient torque are modeled.  Positions of the sun, moon, and stars are modeled as a function of time. The FVS is capable of being initialized to any desired time, state vector and attitude quaternion. The FVS provides selectable mass properties, spacecraft sensor and actuator alignments, and control torque or thrust values for simulation initialization.  The FVS provides the capability to adjust environment and spacecraft disturbance models to match on-orbit performance.

· EPS & TCS Functions

The EPS element provides simulation of the effect of solar array and spacecraft body orientations and eclipses on spacecraft power.  Power bus loads are simulated as a function of temperature and active equipment complement.  Power and thermal modeling includes spacecraft body orientation, the distance to the sun, and earth albedo.  Battery simulation includes voltage, current, and temperature effects.

· Payload Functions

Payload sensor simulations provide telemetry responses for all sensor commands.  Simulated mission data consists of static data or previously taped data. 

· Training Functions

The FVS operates in real time and is capable of being paused and restarted at the time of the pause or at a future time.  The FVS provides user input to adjust the simulation and on-board processor time, ephemeris, attitude and orbit determination while paused.  The FVS provides user input for applying a failure mode while running in real time or as a pre-defined condition at simulation start.  

4.1.9.1.5 FVS Certification

Each FVS is certified after successful completion of an acceptance test procedure (ATP), review of engineering development folders for simulation models, and a configuration audit.  The ATP consists of a series of functional tests exercising a set of satellite functions and interface checks with the MMCs, or factory equivalent equipment, including command and telemetry checks.   Simulation data is compared to available engineering simulations, e.g. ACS, EPS, and TCS.   Models are validated by analysis, which is captured in engineering development folders and reviewed by customer and independent engineers.  

4.1.9.2 Mechanical Ground Support Equipment (MGSE) 

MGSE requirements are derived from assembly/test flows and launch operation plans.  Assembly and test engineers and MGSE design engineers participate in the flight system design process.  They ensure flight system design features that simplify and streamline the NPOESS I&T process are incorporated.  

By and large, the MGSE makes use of existing designs, including the NPP shipping container (with modifications). 

All MGSE designs (for both Flight and Sensor hardware) use conventional materials, manufacturing processes and standard practices.  Single point failures are avoided whenever possible.  

Special attention is paid to contamination control.  In this regard, mitigating practices include enclosure of all moving parts to prevent particulate release into the air around flight hardware.  MGSE designs specify non-contaminating materials and enclosure of all lubricated surfaces using labyrinth seals.  NPOESS procedures require that all MGSE be thoroughly cleaned and wiped prior to use.  MGSE used in support of the thermal vacuum chamber is baked out before use, as required.  MGSE used at the launch site meets all of the Eastern Test Range launch site safety requirements, as specified in EWR 127-1.

All MGSE is proof‑loaded to demonstrate a minimum safety factor of 2 without excessive deflection, permanent set, or failure.  Proof loading requirements for each piece of MGSE are documented on the associated drawing. The proof factor of 2 times the working load carries with it two additional design requirements that must be applied to all MTE and MGSE designs: (a) the Yield Design Factor on any given load bearing equipment must be a minimum of 3.0, and (b) an earthquake lateral load design factor must be a minimum of 0.5 g’s for applicable equipment. Hoist sling assemblies are exempt from this 0.5g requirement.

Non-destructive testing of MGSE is performed in compliance with launch site safety requirements.

4.1.9.3 Electrical Ground Support Equipment (EGSE): 

EGSE makes use of contractor equipment created for the EOS satellite.  The EGSE Specification, (TBD), describes the capabilities of the Ground Test System which is the EGSE used on this program. Some additional program-unique EGSE is required to be designed and fabricated.  The additional EGSE requirements are derived from assembly/test flows and launch operation plans.  All EGSE designs use conventional materials, manufacturing process, standard practices, and commercially available equipment where feasible.  All EGSE is thoroughly cleaned and wiped prior to use.  Any EGSE used in support of the thermal vacuum test inside the chamber is baked out before use.  NPOESS EGSE meets all of the EWR 127-1 launch/safety requirements.

The System Test Controller (STC), the test set software elements and the EGSE comprise the NPOESS Ground Test System (NGTS).  Software CIs and major components are functionally tested to demonstrate compliance with specified requirements.  The EGSE is the stimulus and response interface between the STC and the flight system, with standardized interfaces to the STC and special‑purpose interfaces to the flight system.  This allows for generic STC design to accommodate flight system peculiarities.

4.1.9.3.1 EGSE Test Configuration

The following validation process is performed on all EGSE and test cable end-to-end configurations prior to connection to any flight system circuit.

· All test configurations (EGSE, test aids, cables, test measurement system cables) are approved by system engineering or electrical design integration (EDI) and test engineering using end-to-end pin-to-pin interconnect diagrams prior to first use.

· System engineering or EDI and test engineering review new applications of previously validated equipment prior to use with a flight system.

· All test setup cable configurations have end-to-end continuity tests prior to first use.  These tests verify the status of all pins to all other pins and connector shells/ground.

· All first use EGSE and test cable connections to the flight system are verified with an approved validation procedure using validation units prior to hookup to the flight system.

· Test aids fabricated by SEI&PC conform to Standard Practice 3-7.

· Validation requirements for test aid first use, or first use following rework or modification, are determined for each case by test engineering in accordance with Standard Practice 3-7.

· The validation units simulate the flight system functional interfaces adequately to allow complete checkout of the EGSE and test cables. This process is documented in the applicable flight system test procedure and verified by quality assurance prior to the start of any test.

· Connectors, waveguide, and pneumatic fittings for flight and qualification hardware, mating support equipment, test aids, and harnesses are capped with clean protective covers to prevent contamination when they are not in use (reference Standard Practice 3-19).

The Raytheon ECLIPSE SW is used for ground test SW.

4.1.9.3.2 EGSE Interfaces

EGSE that interfaces directly with flight equipment is designed to preclude damage to flight hardware due to a failure in the EGSE.  A Failure Modes and Effects Analysis (FMEA) is performed on all EGSE to flight system interfaces.  

4.1.9.3.3 EGSE Calibration

Every EGSE unit, sensor and other measuring apparatus (upon which depend the accuracy and precision of acceptance test results) is calibrated in accordance with established calibration procedures.  Calibration records are maintained by metrology and are made available upon request.  Pretest inspection for evidence of valid calibration labels is performed. 

4.2 Command, Control, and Communications Segment (C3S) Requirements Verification

The C3S is one of the three segments of the ground system for NPP and NPOESS. NPP, which utilizes the NPOESS architecture, provides early validation of the C3S hardware and software for NPOESS. The functionality to command and control the NPOESS constellation of satellites is delivered with the NPP installation. Telemetry & Command capability at the Ground Stations for both NPP and NPOESS is also delivered with the NPP installation. Only database changes for the C3S software at the MMC are needed to support operations of the NPOESS satellites.

Experience acquired during the NPP installation, integration, and test activities are incorporated into planning and execution for the NPOESS satellites. The NPOESS development schedule allows lessons learned from NPP development and operations to be incorporated into the NPOESS software baseline and verification program. The DT&E program is phased accordingly to progressively provide functionality and performance for the IOC configuration. Verification activities center on showing that C3S segment requirements are satisfied by the C3S design. The following types of requirements are planned for verification during the I&T program:

· Functional

· Performance

· Interface

The segment is built and tested from the bottom-up with a combination of COTS hardware and software, software reused from the Ground Demonstration and NPP programs, and NPOESS-unique software. Integration and testing is performed to ensure that the combination of lower level configuration items results in a functional and unified higher-level configuration items—up to and including the total segment—with logical and physical interfaces satisfied. 

In general, all C3S hardware configuration items (HWCIs) are composed entirely of COTS equipment.

The C3S development is based on the Incremental Life Cycle. This maximizes the efficiency of the integration effort by integrating in smaller segments of decomposed complexity to help detect any system problems earlier in the development. This method also reduces cost by limiting formal regression testing of components that are modified or undergoing the expensive formal sell-off process only once, at acceptance testing. It also allows for the potential early delivery of capabilities and re-prioritization of resources to accommodate requirement changes.

The verification and test program follows the distributive approach discussed in paragraph 1.4 and is conducted in several phases. This comprehensive test program ensures that the C3S is a high quality product that can successfully accomplish the NPP/NPOESS mission. The test phases are as follows:

· Unit testing.  Contractor-built software units and hardware components (if any) are tested using standard practices and methodologies. 

· Subsystem testing.  Contractor-built software units and hardware components are integrated into subsystems, and are tested to verify functional and performance compliance for each SI and HWCI.

· Vendor testing.  Vendor-built hardware and software units are tested using approved vendor practices and methodologies with contractor oversight.

· Element testing.  Contractor-built subsystems and vendor units (if any) are integrated into elements, and are tested to verify functional and performance compliance for each element. 

· Factory Acceptance Test (FAT).  All elements are integrated into the C3S, and are tested to verify compliance to the system and segment VM requirements, to the extent possible, and to verify readiness for site installation and test.

· Site Test (ST) and Segment Acceptance Test (SAT).  All segment equipment is integrated and acceptance tested at designated site facilities to verify compliance to the VM requirements and to show functionality of the ground segment prior to satellite launch.

The test cases used for verification of the requirements are developed from the segment, element, and subsystem requirements, along with the Operations Concept (OPSCON). The test cases undergo review with System, Software, and Quality Engineering to ensure that the test cases are verifying the deliverable product meets the specification requirements. The test procedures are developed using the test cases as the parent requirement. Test procedures are executed using automated test software where appropriate. These process artifacts are developed according to the documented program process, using contract format and Data Item Description (DID) adherence and contain bi-directional traceability to our segment requirements.

The C3S design is verified by one, or a combination, of the verification methods defined in paragraph 1.2.4, to ensure compliance with specification requirements. The methods are identified in the VMs of the Segment Specification and lower level specifications.  Under the direction of the C3S I&T Lead, the C3S organization performs verification testing of all requirements (functional, performance, external interface requirements) in the Segment specification.  This testing is performed by a test group within C3S, which is independent of the development group.

Figure 4.2-1 depicts the top-level flow of test activities for the C3S. One activity is not shown in the figure: antenna testing.  The initial antenna qualification testing occurs at the vendor facility as a parallel activity that is described in paragraph 4.2.2.1, until qualification as part of ST/SAT. A series of four satellite interface tests occur in parallel and serially with the C3S test activities. These system-level, NPP/NPOESS Compatibility Tests, which are described in paragraph 4.6.3, are depicted in the figure. All other C3S I&T activities initially occur at the Contractor Test Facility. FAT occurs at the Contractor Test Facility, followed by installation and ST/SAT at the designated site facilities.
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Figure 4.2-1 C3S I&T Flow 

Activities for lower levels are described below. Additional details are provided in the SDP, the Element Test Plan, and the Software Test Plan. The software test program ensures that individual units and components of each subsystem (Software Item) function correctly in a stand-alone mode, that integrated units and components function correctly, and that subsystems function correctly to meet the requirements. 

The level of details of all test documentation is such that test results are reproducible with the same stimuli.

4.2.1 Software Unit and Component Integration, Checkout, and Test

All C3S-built software units and components are tested in accordance with the NPOESS SDP. Software Unit testing emphasizes code integrity and design implementation. Software Component testing verifies the proper implementation of both top level design and functional requirements. The unit level test is performed by the software developers in their desktop development environment. Once the unit has passed peer review and the test results are accepted, the developer integrates the unit into a configuration-management-controlled software test baseline and ensures the unit integrates and tests properly before submitting the software for incorporation in the controlled baseline.

4.2.2 Subsystem Integration, Checkout, and Test

During this phase, Responsible Engineers (REs) integrate the various units and components of the software and hardware and perform subsystem level testing. This testing verifies that the subsystem, whether an SI or an HWCI, performs as expected and verifies VM requirements assigned to the subsystem.

Software subsystems are tested in accordance with the NPOESS SDP and C3S Software Test Plan.

Equipment or interfaces that cannot be tested due to non-availability, or test procedures that cannot be completed (e.g., due to unforeseen circumstances), are documented in problem reports. This ensures that the testing is completed at a later date, which is determined by resolution of the problem report.

The following subsystems are tested (the corresponding C3S Element is in brackets):

· [MMC]  Ground Operations SI

· [MMC]  NPP Flight Vehicle Simulator (FVS) SI

· [MMC]  NPP FVS HWCI

· [MMC]  NPOESS FVS SI

· [MMC]  NPOESS FVS HWCI

· [MMC]  Satellite Operations SI

· [MMC]  Stored Telemetry Analysis SI

· [MMC]  Mission Management SI

· [MMC]  Orbit Operations SI

· [MMC]  Enterprise Management SI

· [MMC]  Data Monitor and Recovery SI

· [MMC]  Computer, Storage & Network HWCI

· [GS]  Antenna/RF HWCI  (to be tested by vendor)

· [GS]  Baseband HWCI

· [GS]  Pre-Processing HWCI

· [GS]  HRD/LRD Monitor HWCI

· [DRR]  Data Handling Node SI

· [DRR]  Interface & Routing HWCI

· [DRR]  Front End Processing HWCI

Additional information about the planned tests is provided in the Element Test Plan and the Software Test Plan.

4.2.2.1 Vendor Tests

All vendor units, including COTS equipment, are tested per the vendor’s standard practice. The functionality of these units is demonstrated at the subsystem, factory and/or site test levels, as appropriate. The vendor tests are usually performed in the vendor’s factory and may include contractor oversight, or witnessing. Based on contractual requirements, vendors provide necessary test data for verification purposes. 

Some vendors perform a formal burn-in test of their commercial units prior to delivery to the contractor. In any case, an informal burn-in test is performed on all vendor-delivered equipment. This test consists of leaving the units powered on during the I&T phase at the factory to identify any infant mortality failures. Any exceptions to this practice must be approved by the C3S I&T Lead, in coordination with the Ground System Engineering, Integration and Test (GSEIT) I&T Lead.

Some tests, such as for an antenna, are performed by the vendor at the designated sites. The test requirements (performance, FAT, site acceptance test, etc.) for the antenna are specified in the Antenna Subsystem Procurement Specification and Statement of Work. These tests are witnessed by the contractor and by U.S. Government (USG) representatives (e.g., IPO).

Vendor sell-off for major items, such as antennas, is performed in accordance with the terms of the corresponding Procurement Specification and Statement of Work. The vendors perform antenna acceptance testing at the C3S Ground Stations for new equipment. Test data is provided to the contractor after completion of testing.

Subsystem REs check out any vendor-delivered equipment and run additional tests, if warranted.

4.2.3 Element Integration, Checkout and Test

During this phase, the I&T Element Leads integrate the various subsystems and perform element level testing to verify that the element performs as expected and to verify VM requirements assigned to the element. 

Equipment or interfaces that cannot be tested due to no availability, or test procedures that cannot be completed (e.g., due to unforeseen circumstances), are documented in problem reports. This ensures that the testing is completed at a later date, which is determined by resolution of the problem report.

Additional information about the planned tests is provided in the C3S Element Test Plan, which includes sections for the MMC, GS, and DRR Elements. Any site unique differences (such as plans for site interface tests) are addressed in appendices to the C3S Element Test Plan.

All element tests are preceded by a Test Readiness Review (TRR) with a post-test review and Test Report, following the formal testing activities. Each test procedure executed is also preceded by a pre-test review and followed up by a post-test review.

4.2.3.1 Mission Management Center (MMC) Element

For NPP, there is a single MMC. Starting with the 1st NPOESS satellite, there is a primary MMC and a backup MMC. Only the primary MMC performs LEO&A operations. Tests are performed on both MMCs; however, the majority of the testing occurs on the equipment at the primary MMC.  A subset of the tests (approximately 10%) is performed on the equipment at the backup MMC, which is functionally identical to the primary MMC.  The following representative items are tested:

· Command processing

· Telemetry processing

· Planning and scheduling a contact

· Post pass analysis

· Data flow

The following simulators are used to represent missing equipment, or interfaces:

· C3S FVS for NPP and NPOESS is used to represent the satellite

· NPP Command and Telemetry Simulator

4.2.3.2 Ground Station (GS) Element

The C3S architecture baseline for NPP is based on a single high latitude GS in Svalbard, Spitzbergen (Norway), and a backup GS in Fairbanks, Alaska. Svalbard is the primary site for receipt of Stored Mission Data (SMD) downlinked from the NPP satellite and for Telemetry and Command (T&C) uplink and downlink communications with the NPP satellite. Fairbanks is the backup for both SMD downlink and T&C, with the Tracking and Data Relay Satellite System (TDRSS) as an additional backup for T&C.

The C3S architecture baseline for NPOESS is based on SafetyNet.  There are 15 receptor sites for NPOESS, with a total of 16 receptor antennas (one site has 2 receptors). These sites are globally dispersed, and located at fiber nodes for major, commercial companies. These sites receive SMD downlinked from the NPOESS satellites.  The primary site for T&C for the NPOESS satellites is Svalbard; the backup for T&C is Fairbanks, with TDRSS as a contingency.

The following representative items are tested:

· Operation of all Baseband Units, including telemetry processing and commanding

· Receipt of SMD

· Receipt of T&C

Playback tapes are used to represent satellite transmissions.

4.2.3.3 Data Routing and Retrieval (DRR) Element

DRR equipment is located at the Ground Station sites, at the MMC and BMMC, and at the DHNs at the IDPs. The DHN integrates the SMD from the multiple receptors (removes redundant data, compares data quality, and time orders data) and forwards it to the IDPS at the Centrals for final processing.

Some components of the DRR cannot be realistically (and affordably) simulated in the factory test environment. Such testing is deferred to site testing, when the communications links are available. Additional information is provided in the C3S Segment Test Plan.

The following representative items are tested:

· Processing of multiple SMD streams from a single NPOESS satellite (simultaneous contacts by one satellite)

· Processing of multiple SMD streams from 3 NPOESS satellites (simultaneous contacts by multiple satellites)

· Processing for “missed pass” data

The following items are used to represent missing equipment or interfaces:

· TBD DRR Interfaces

4.2.4 Segment Integration and Checkout

Elements are fully integrated under the supervision of the C3S I&T Lead, with support from the I&T Element Leads, and the Subsystem REs. The performance of the resulting segment is assessed subsequently during formal FAT.

During this test phase, I&T Element Leads and Subsystem REs perform checks of their configuration items to verify that they perform as expected. Where possible, liens and problem reports are worked off as equipment and interfaces become available for testing.

Functionality and performance tests for equipment not available at the factory, such as GFE hardware, are deferred to the site installation phase.

Starting with preparations for the first NPOESS satellite, one set of receptor equipment is available for factory integration and testing. This factory environment receptor string is supplemented by simulators/emulators for the other receptors. This allows early checkout and debugging of the routing for the global network and DHN processing.

A CM build is performed to establish a controlled software baseline for the beginning of the FAT Dry Run. FAT Dry Run, a rehearsal and shakeout of the test procedures for FAT, is executed with CM-controlled test procedures. 

At the conclusion of the dry run, a new CM build is created, if necessary, to incorporate any changes to the software and to establish a controlled baseline for the start of FAT.

4.2.5 Factory Acceptance Test (FAT)

Prior to the start of FAT for C3S, a FAT Test Readiness Review (TRR) is conducted by the C3S I&T Manager or designated representative. In addition, each test procedure to be executed as part of the FAT is subject to a pre-test review and followed up by a post-test review to ensure all requirements of the procedure have been addressed.

The FAT test procedures are performed by the test conductors, under supervision of the C3S I&T Lead. After testing is complete, a post-test review is held by the C3S I&T Lead and a FAT Test Report is generated for final review and approval by Systems Engineering. Issues and anomalies are documented as Discussion Line Items (DLIs)
, or problem reports in accordance with the problem reporting process.

Testing is driven by verification of VM requirements designated for FAT and by running “day in the life” scenarios to provide Customer confidence in C3S support to mission operations. Some tests, such as contingency modes dealing with key equipment failures, are preparation for SAT testing to discover problems at the factory in a controlled environment where they can be more readily fixed. The test procedures are intended to be operationally realistic, without causing damage or injury to personnel, the ground equipment, or an operational satellite.

FAT is performed on the target hardware at the Contractor Test Facility; the target hardware is shipped to the C3S sites at the conclusion of testing. Subsequently, FAT is performed on identical equipment in the Operations Support environment at the Contractor Test Facility.

For NPP FAT, the capability to control multiple satellites (e.g., NPP, C1, and C2) through use of the C3S FVS is demonstrated.

For the first NPOESS FAT, all 16 receptors are represented by a combination of hardware and simulators/emulators. This provides a demonstration of the routing for the global network and DHN processing prior to site installation, which reduces risk for the test program.

For NPOESS, both the primary MMC and the backup MMC are tested. Most of the testing occurs on the equipment for the primary MMC. A subset of tests (approximately 10-15%) is performed on the equipment for the backup MMC (BMMC), which is functionally identical to that at the primary MMC (with the exception of functionality for LEO&A which is not applicable at the backup MMC).  The ST&E IPT coordinates with the Combined Test Force, with representation from the MMC and BMMC, to decide on the subset of test procedures to be executed.  Note that 100% of the tests for the BMMC are performed during the FAT dry run; only a subset of these tests is formally performed.

Likewise, 100% of the test procedures are performed on one set of GS and DRR equipment. For the other GS and DRR equipment, a subset of tests (approximately 10%) is performed.

The following representative items are tested:

· Powering equipment up from an “off” condition and configuring for operations

· Equipment status and control functionality

· Commanding, including for data denial

· Executing a planned contact

· System loading verification

· Telemetry processing 

· Analysis and trading of stored mission data

· Data paths functionality

· Contingency modes

· failure of primary Baseband Unit 

· failure of primary contact server

· Operations support

· Corrective maintenance for MMC equipment

· Corrective maintenance for GS equipment

· Corrective maintenance for DRR equipment

· Orbit and contact plan generation for LEO&A operations

All testing is performed on a dedicated test network.

The following simulators are used to represent missing equipment or interfaces:

· C3S FVS for NPP and NPOESS to represent the satellite

· Ground receptors

4.2.6 Pack and Ship

After the Consent-to-Ship Review is held, all hardware, racks, temporary (including test) equipment, cabling, necessary documentation, etc. are prepared for shipping, to assure undamaged delivery to the designated sites. Software is left installed on the deliverable file servers and workstations. 

If no hardware is to be delivered to the designated sites, tapes or CDs containing the software modifications are shipped (or hand-carried) to each site.

Note:  Some equipment, such as the antennas, are shipped directly from the vendors to the designated sites.

4.2.7 Site Installation, Integration, and Checkout

Vendors complete their equipment installation and testing at the designated sites, in coordination with the I&T Site Team.

Equipment, racks, cabling, etc., which have been shipped from the factory, are unpacked and installed in their appropriate locations at the designated sites. REs checkout and fully integrate the hardware and software subsystems at the sites. 

If not previously done, satellite and ground Procedures are installed on the ground segment and checked out. 

The interfaces not available at FAT, such as the Antenna subsystem and GFE equipment and communications links, are integrated into the ground segment and checked out. Liens and problem reports are worked off as equipment and interfaces become available to work with. Element Leads and Subsystem REs perform checks of their configuration items, including the DRR, to verify that they perform as expected.

After integration and checkout is complete for the MMCs, a Site Test (ST) is performed at each MMC. (This is discussed in more detail in section 4.2.9.) The ST is similar to the Segment Acceptance Test (SAT); it is an acceptance test.  However, it is more limited in scope, because it applies to only one site.  The Site Test is performed, because significant, stand-alone functionality can be verified during the test.  This testing is not repeated during the SAT, which includes all C3S sites; the MMC is involved in the SAT from an end-to-end segment perspective.  The STs occur in parallel with C3S integration and checkout at the GS and DRR sites. After that integration and checkout is complete, SAT is performed.

If necessary, a CM build is performed to establish a controlled software baseline for the beginning of the ST and SAT Dry Run. ST Dry Run and SAT Dry Run, a rehearsal and shakeout of the test procedures for ST or SAT, are executed with CM-controlled test procedures. 

At the conclusion of dry run, a new CM build is created, if necessary, to incorporate any changes to the software as a result of the dry run, and to establish a controlled baseline for the start of ST and SAT.

4.2.8 Satellite Compatibility/Connectivity Checkout

Tests are performed to demonstrate connectivity between the C3S and the satellite. 

Plans for NPP are described in the NASA SI&T Plan.  Plans for the NPOESS satellite are described in section 4.6.3 for the NPOESS Compatibility Tests.

4.2.9 Site Test (ST) and Segment Acceptance Test (SAT)

A mixture of Site Test (STs) and a Segment Acceptance Test (SAT) is performed. An ST is performed at the primary MMC, and one is performed at the Backup MMC (for NPOESS only). This is followed by an overall SAT—the C3S SAT— for the C3S sites, which includes formal testing of available DRR links, DHN(s) (NPOESS only), and GS sites. Completion of SAT for NPP and for the 1st NPOESS provides the basis for declaring operational readiness for the C3 segment at least one year prior to launch of the NPP and 1st NPOESS satellites.

Due to the phasing of the NPP site installations for IDPS, only the DRR links to one IDP (viz., NESDIS/NCEP IDP) are tested as part of the C3S SAT. Because the DRR equipment is identical at all IDPS sites, a single test is sufficient to establish C3 segment operational readiness one year prior to launch. The DRR links for the remaining IDPs are tested as part of the ST performed at each of the Centrals after installation and checkout.

No STs are performed if only software upgrades are delivered to the MMCs to support a new satellite launch. Testing at the factory during FAT and testing at the various C3S sites as part of SAT are considered sufficient for such upgrades. 

The ST at the primary MMC uses 100% of the MMC test procedures. Because the backup MMC is functionally identical to the primary MMC (with the exception of LEO&A), the ST at the backup MMC uses a subset of the non-LEO&A test procedures (approximately 10-15%), plus any site-unique interface tests. The ST&E IPT coordinates with the Combined Test Force, with representation from the MMC and BMMC, to decide on the subset of test procedures to be executed.  Note that 100% of the tests for the BMMC are performed during the ST dry run; only a subset of these tests is formally performed.

To the extent practical, typical operators are used for STs and SAT, so that combined DT/OT can be accomplished. Such operators may not be fully trained or certified; however, they are monitored and supported by contractor personnel. If test time is limited, contractor personnel may be solely used.

Prior to the start of each C3S ST and the C3S SAT, a TRR is conducted by the C3S Test Manager or designated representative. In addition, each test procedure to be executed as part of the test is subject to a pre-test review and followed up by a post-test review. After testing is complete, an ST/SAT post-test review is held and a Test Report is generated for final review and approval by Systems Engineering.

The ST or SAT test procedures are performed by the test conductors, under general supervision of the C3S I&T Lead (or representative). Issues and anomalies are documented as DLIs or problem reports in accordance with the problem reporting process.

Testing is driven by verification of VM requirements designated for ST or SAT and by running “day in the life” scenarios with the actual DRR to provide Customer confidence in C3S support to mission operations. The test procedures are intended to be operationally realistic, without causing damage or injury to personnel, the ground equipment, or an operational satellite.

In general, FAT tests are not repeated at ST/SAT unless there is a difference in the ground segment configuration between FAT and ST/SAT. For example, a loading test involving workstations and servers is not repeated, because the computer configuration for ST/SAT is identical to that for FAT on a Local Area Network. On the other hand, an equipment status & control test, such as commanding an Upconverter frequency, needs to be repeated, because commands are sent over the actual communications data links on site. 

Examples of FAT-only tests are:

· Powering equipment up from an “off” condition 

· Segment loading

· (TBR) Selected contingency modes (e.g., failure of workstation, failure of primary server)

If any code changes are made to the software subsystems after the FAT baseline is established, some FAT tests may need to be repeated at ST/SAT, depending on the scope of the software changes. Except for fixes for problem reports, however, no code changes are expected.

Testing is designed to ensure that there is no loss of operational data and that ongoing operations are not impacted. This is accomplished by testing on separate equipment from that used for ongoing mission operations. If any equipment is shared, procedures are developed to disengage the test system to establish operational integrity.

Site acceptance tests for the antenna are described in section, 4.2.2.1, Vendor Tests. The antenna vendor performs these tests. Such testing is separate from, but complementary to, the ground segment testing described in this section.

4.2.9.1 ST for MMC Sites

This section describes planned ST tests at the MMC sites.

The following representative items are tested:

· Commanding

· Telemetry processing 

· Scheduling of contacts

The C3S FVS for NPP and NPOESS is used to represent the satellite.

In the case of the NPP, new equipment is tested at the MMC in the Washington, D.C., area. A ST is conducted.

For the NPOESS phase, for the 1st NPOESS satellite, new equipment is tested at the primary MMC and at the BMMC at Schreiver AFB, CO. An ST for each MMC site is conducted. Only a subset of tests (approximately 10-15%, plus any site-unique tests) is performed on the equipment for the backup MMC. The ST&E IPT coordinates with the Combined Test Force, with representation from the MMC and BMMC, to decide on the subset of test procedures to be executed.

Because there are no planned hardware upgrades for the 2nd NPOESS satellite, no ST tests are conducted. Software upgrades are tested as part of C3S SAT (for all C3S sites).

4.2.9.2 C3S SAT

After the applicable STs are conducted at the MMCs during both NPP and NPOESS phases, a SAT for the C3S segment is conducted. This NPP testing includes the available DRR equipment as described in section 4.2.9 and at least one of the IDPs. NPOESS testing, depending on the installation schedule, should include the DRR equipment at a minimum of two of the IDPs.

Because ST has previously been performed at the primary MMC for NPP, and at the primary MMC and the BMMC for NPOESS, SAT testing at the MMCs is limited. Only end-to-end functionality and performance involving the MCC are tested:  MMC ST Testing is not repeated at SAT. Moreover, SAT testing at the BMMC is limited.  Tests that are peculiar to the backup MMC are performed (e.g., the capability to status and control equipment at Ground Stations from the BMMC). Otherwise, only the BMMC’s capability to perform typical mission operations during failure of the primary MMC is tested.

The following representative items are tested:

· Data links communications functionality verification

· Ground equipment status and control functionality verification at primary MMC site 

· C3S SAT VM verifications

· (TBR) subset of FAT tests

· Ground equipment status and control functionality verification at backup MMC site

· subset of tests done for primary MMC (10% or less)

· Data paths functionality

· Contingency modes 

· failure of primary Baseband Unit 

· failure of primary MMC site

The C3S NPP FVS is used to represent the satellite during NPP SAT. The C3S NPOESS FVS is used to represent the additional NPOESS satellite during NPOESS SAT.

The conclusion of SAT establishes C3S operational readiness, based upon the following:

· C3S equipment has been installed and checked out at key sites (sites for NPP SAT:  MMC, GS, one IDP, and the associated DRR.
· C3S equipment has been installed and checked out at key sites for NPOESS SAT:  MMC, BMMC, GS, two IDPs, and the associated DRR. 

· SAT has been conducted for the C3 segment. STs (acceptance tests) have been conducted for the MMCs.
· Segment is ready to support inter-segment integration and checkout.
· Segment is ready for operator and maintainer training.

· Segment is ready to support launch readiness exercises.

4.3 Interface Data Processor Segment (IDPS) Requirements Verification

The IDPS is one of the three segments of the ground system for NPP and NPOESS. NPP provides early validation of the IDPS hardware and software for NPOESS. Twenty-six of the 55 EDRs, including 4 of the 6 key EDRs and 1 additional one partially, are delivered and tested with the NPP installation. These EDRs represent 93% of the data volume for NPOESS. Although the NPP and NPOESS timeliness requirements are different, the delivered NPP capability enables pseudo-operational, NPOESS-like EDRs to be evaluated by the Centrals and the scientific and meteorological communities. 

The NPOESS architecture is used for NPP with equipment at the NESDIS/NCEP and AFWA IDPs, and then is augmented to meet the NPOESS requirements. Experience acquired during the NPP installation, integration, and test activities is incorporated into planning and execution for the NPOESS satellites. The development schedule allows lessons learned from NPP to be incorporated into the NPOESS software baseline and verification program. The DT&E program is phased to progressively provide functionality and performance for the IOC configuration.

Verification activities center on showing that IDPS segment requirements are satisfied by the IDPS design. The following types of requirements are planned for verification during the I&T program:

· Functional 

· Performance 

· Interface 

The segment is built and tested from the bottom-up with a combination of COTS hardware and software, software reused from the Ground Demonstration program and NPP phase, and NPOESS-unique software and databases. Integration and testing is performed to ensure that the combination of lower level configuration items results in a functional and unified higher-level configuration items—up to and including the total segment—with logical and physical interfaces satisfied. 

In general, all IDPS hardware configuration items (HWCIs) are composed solely of COTS equipment.

The IDPS development is based on the Incremental Life Cycle Model. This maximizes the efficiency of the integration effort by integrating in smaller segments of decomposed complexity. This helps detect system problems earlier in the development, thereby reducing schedule risk. The Incremental method also reduces cost by performing sell-off of requirements once, at acceptance test. This limits the formal regression testing of components that are modified or undergoing the expensive formal sell-off process. It also allows for the early delivery of capabilities and interaction with the end users reducing the risk of installation, operations, and training problems.

The verification and test program follows the distributive approach discussed in paragraph 1.4 and is conducted in several phases. This comprehensive test program ensures that the IDPS is a high quality product that can successfully accomplish the NPP and NPOESS missions. The test phases are as follows:

· Unit testing:  Contractor-built software and hardware (if any) units and components are tested using standard Raytheon practices and methodologies. 

· Subsystem testing:  Contractor-built software and hardware units and components are integrated into subsystems, and are tested to verify functional and performance compliance for each Software Item (SI) and HWCI.

· Vendor testing:  Vendor-built hardware and software units are tested using approved vendor practices and methodologies with contractor oversight, as required.

· Factory Acceptance Test (FAT):  All subsystems are integrated into the IDPS segment, and are tested to verify compliance to the system and segment VM requirements, to the extent possible, and to verify readiness for site installation and test. 

· Site Test (ST) and Segment Acceptance Test (SAT):  All segment equipment is integrated and acceptance tested at designated site facilities to verify compliance to the VM requirements and to show functionality of the ground segment prior to satellite launch.

Testing of the IDPS computer hardware equipment occurs at the vendor’s facility. All other IDPS I&T activities initially occur at the Contractor Test Facility. FAT occurs at the Contractor Test Facility, followed by installation and ST/SAT at the designated site facilities.

The test cases used for verification of the requirements are developed from the segment and subsystem requirements, along with the Operations Concept (OPSCON). The test cases undergo review with Systems, Software, and Quality Engineering to ensure that the test cases are verifying the deliverable product meets the specification requirements. The test procedures are developed using the test cases as the parent requirement. Test procedures are executed using automated test software where appropriate. These process artifacts are developed according to the documented program process, using contract format and DID adherence and contain bi-directional traceability to our segment requirements.

The IDPS design is verified by one, or a combination, of the verification methods defined in paragraph 1.2.4, to ensure compliance with specification requirements. The methods are identified in the VMs of the Segment Specification and lower level specifications. Under the direction of the IDPS I&T Lead, the IDPS organization performs verification testing of all requirements (functional, performance, external interface) in the Segment Specification. This testing is performed by a test group within IDPS, which is independent of the development group.

Figure 4.3-1 depicts the top-level flow of test activities for the IDPS.  A series of four satellite interface tests occur in parallel and serially with the IDPS test activities; however, only the last three involve the IDPS. These system-level, NPP/NPOESS Compatibility Tests, which are described in paragraph 4.6.3, are depicted in the figure. 

Activities for lower levels are described below. Additional details are provided in the SDP and the Software Test Plan. The software test program ensures that individual units and components of each subsystem (Software Item) function correctly in a stand-alone mode, that integrated units and components function correctly, and that subsystems function correctly to meet the requirements. 

The level of details of all test documentation is such that test results are reproducible with the same stimuli.

[image: image30.wmf]C

3

S

TRW I&T FACILITY

SATELLITE

PDF

T1/T3 Landlines

TDRSS

BMMC

WSGT

Repeater

Amplifiers

NASCOM

PDF

USB

•

This configuration can also be used

for  backup satellite control.

MMC


Figure 4.3-1.  IDPS I&T Flow

4.3.1 Software Unit and Component Integration, Checkout, and Test

All IDPS-built software units and components are tested in accordance with the NPOESS SDP. Software Unit testing emphasizes code integrity and design implementation. Software Component testing verifies the proper implementation of both top level design and functional requirements.

Software developers perform much of the unit level software in their desktop development environment. Developers also perform unit and module-level checkout in the Contractor Test Facility for the units that require hardware and software outside the development environment. Once a unit passes peer review and acceptance of test results from the unit test, the developer integrates the unit into a Configuration-Management-controlled software baseline for test. Testing against this baseline ensures that the unit integrates properly before submitting the software for incorporation in the controlled baseline.

Configuration Management and redundant equipment (extensible and distributed server capacity) with multiple domains allows for parallel development and integration & test activities which reduces test schedule and cost risk.  During this period, the test organization also utilizes the configuration controlled test baseline to dry-run their test cases and test procedures prior to formal testing of the build.

4.3.2 Subsystem Integration, Checkout, and Test

During this phase, software REs (hardware REs) integrate the various units and components of the software (hardware) and perform subsystem level testing. This testing verifies that the subsystem, whether an SI or an HWCI, performs as expected and verifies VM requirements assigned to the subsystem. 

Software subsystems are tested in accordance with the NPOESS SDP and the IDPS Software Test Plan.

Equipment or interfaces that cannot be tested due to no availability, or test procedures that cannot be completed (e.g., due to unforeseen circumstances), are documented in problem reports. This ensures that the testing is completed at a later date, which is determined by resolution of the problem report.

The following subsystems are tested 

· Ingest SI

· Processing SI

· Data Delivery SI

· Data Management SI

· Infrastructure SI

· Calibration/Validation (Cal/Val) SI

· Computer, Storage & Network HWCI

An informal Test Readiness Review (TRR) precedes the subsystem tests to ensure equipment, software, and systems are configured and available as planned to execute the test. Additionally, a pre-test and post-test review is held for each test procedure to be executed. After execution of all test procedures, an informal post subsystem test review is held to ensure all planned requirements have been addressed. Results are documented in the Subsystem Test Report for Systems Engineering review.

Additional information about the planned tests is provided in the IDPS Software Test Plan.

4.3.2.1 Vendor Tests

All vendor units, including COTS equipment, are tested per the vendor’s standard practice. The functionality of these units is demonstrated at the subsystem, factory and/or site test levels, as appropriate. The vendor tests are usually performed in the vendor’s factory and may include contractor oversight, or witnessing. Based on contractual requirements, vendors provide necessary test data for verification purposes. 

Subsystem REs check out any vendor-delivered equipment and run additional tests, if warranted. Any necessary vendor sell-off of major deliverable items is performed in accordance with the terms of the corresponding Procurement Specification and Statement of Work.

4.3.3 Factory Acceptance Test (FAT)

There are no elements in the IDP Segment, therefore the integration of the Subsystems of the IDPS provides the baseline for segment testing. 

Prior to the start of FAT for IDPS, a FAT TRR is conducted by the IDPS Test Manager or designated representative.  In addition, each test procedure to be executed as part of the FAT is subject to a pre-test review and followed up by a post-test review to ensure all requirements of the procedure have been addressed. 

The FAT test procedures are performed by the test conductors, under general supervision of the IDPS I&T Lead. After testing is completed, a FAT post-test review is held by the IDPS I&T Lead and a FAT Test Report is generated for final review and approval by Systems Engineering. Issues and anomalies are documented as Discussion Line Items (DLIs
) or problem reports in accordance with the problem reporting process.

Testing is driven by verification of VM requirements designated for FAT and by running “day in the life” scenarios to provide Customer confidence in IDPS support to mission operations. Some tests, such as contingency modes dealing with key equipment failures, are preparation for SAT testing, to discover problems at the factory in a controlled environment where they can be more readily fixed. The test procedures are intended to be operationally realistic, without causing damage or injury to personnel, the ground equipment, or an operational satellite. 

The test architecture for FAT, the Contractor Test Facility, mirrors the environment of the IDPs at the Centrals in the NPOESS architecture, and is comprised of the exact hardware and software that the operators use. This equipment remains at the factory after the conclusion of NPP factory testing. The same hardware and COTS software used for the NPP and NPOESS factory testing is shipped by vendors to the IDPS sites.  The IDPS application software is shipped (or handcarried) from the factory.  The subsequent FAT for NPOESS is performed on this identical operational equipment in Contractor Test Facility.

For NPP, there are two Centrals. Starting with installation for the 1st NPOESS satellite, there are two additional Centrals. The core hardware and software are identical for all sites. Differences in the Centrals, if any, are due to unique site configurations and are verified during installation and checkout for the ST. 

The following representative items are tested:

· (TBR) Powering equipment up from an “off” condition and configuring for operations

· RDR production

· SDR production

· TDR production

· EDR production

· Operations support

· Corrective maintenance for IDP equipment

· C3S-IDPS interfaces (a limited demonstration)

All testing is performed in isolation from the network and shared resources.

The Integrated Weather Product Testbed (IWPTB)/Mission System Simulator (MSS) is used to generate synthetic scenes.

Tape playback units are used to generate downlinked SMD data. Factory equipment that represent an MMC and DRR are used to support the C3S-IDPS interface demonstration. This demonstration is performed at the end of the IDPS FAT. This time period has been selected due to the development schedules for C3S and IDPS:  the IDPS FAT occurs later. This demonstration allows early checkout of the segment interfaces, and correction of problems, prior to inter-segment integration and checkout at the sites.

4.3.4 Pack and Ship

After the Consent-to-Ship Review is held, all hardware, racks, temporary (including test) equipment, cabling, necessary documentation, etc. are prepared for shipping, to assure undamaged delivery to the designated sites. Software is left installed on the deliverable file servers and workstations. 

It is expected that very little packing and shipping of IDPS equipment occurs at the factory. Most of the equipment is drop shipped directly from the vendors to the IDP sites. 

When no hardware is to delivered to the designated sites, tapes or CDs containing the software modifications are shipped (or handcarried) to each site.

4.3.5 Site Installation, Integration, and Checkout

Vendors complete their equipment installation and testing at the designated sites, in coordination with the I&T Site Team.

Equipment items, which have been shipped from the factory, are unpacked and installed in their appropriate locations at the designated sites. REs checkout and fully integrate the hardware and software subsystems at the sites. 

The interfaces not available at the NPP FAT, such as GFE equipment, are integrated into the ground segment and checked out. Liens and problem reports are worked off as equipment and interfaces become available to work with. Subsystem REs perform checks of their configuration items to verify that they perform as expected.

If necessary, a CM build is performed to establish a controlled software baseline for the beginning of the ST and SAT Dry Run. ST Dry Run and SAT Dry Run, a rehearsal and shakeout of the test procedures for ST and SAT, are executed with CM-controlled test procedures. 

At the conclusion of dry run, a new CM build is created, if necessary, to incorporate any changes to the software as a result of the dry run, and to establish a controlled baseline for the start of ST and SAT.

4.3.6 Site Test (ST) and Segment Acceptance Test (SAT)

A ST, an acceptance test, is performed at each IDP (one per Central). For NPP, there are 2 IDPs. For NPOESS, there are 4 IDPs. The first ST for both NPP and NPOESS is performed at the NESDIS/NCEP IDP. This ST is considered the IDPS SAT, for the following reasons:

· the IDPS equipment at each Central is identical, except for possibly a small number of site unique differences, and 

· the IDPS mission can be performed by a single IDP. 

Completion of this SAT provides the basis for declaring operational readiness for the IDP segment at least one year prior to launch of the NPP satellite and prior to launch of the NPOESS satellites.

The C3S DRR testing is described in an appendix to the ST for each IDP at a Central. For NPP, the C3S SAT executes those procedures for testing of the DRR equipment for the first IDP. For the 1st NPOESS, the C3S SAT should execute the procedures for DRR equipment at two IDPs. All remaining DRR equipment is tested as part of the ST for the remaining IDPs.

The ST/SAT at the first installed IDP (NESDIS/NCEP) uses 100% of the IDPS Central test procedures. Because the equipment at each of the other IDPs is identical to that at the first IDP, the ST for each of the other IDPs uses a subset of the IDPS Central test procedures (approximately 10-15%), to include production of the six key EDRs, plus any site-unique interface tests. The ST&E IPT coordinates with the Combined Test Force, with representation from the Centrals, to decide on the subset of test procedures to be executed. (Note:  100% of the tests are performed during each ST Dry Run, but only a subset of these tests is formally performed).

To the extent practical, typical operators are used for STs and SAT, so that combined DT/OT can be accomplished. Such operators may not be fully trained or certified; however, they are monitored and supported by contractor personnel. If test time is limited, contractor personnel may be solely used.

Prior to the start of each of the NPP and NPOESS IDPS STs and the SAT, a TRR is conducted by the IDPS Test Manager or designated representative. In addition, each test procedure to be executed as part of the test is subject to a pre-test and post-test review to ensure that the necessary plans, procedures, people, training, equipment, configuration, and facilities are available as planned.

The ST or SAT test procedures are performed by the test conductors, under supervision of the IDPS I&T Lead (or representative). Issues and anomalies are documented as DLIs or problem reports in accordance with the problem reporting process. After testing is complete, a ST/SAT post-test review is held by the IDPS Test Manager and a Test Report is generated for final review and approval by System Engineering.

Testing is driven by verification of VM requirements designated for ST/SAT and by running “day in the life” scenarios to provide Customer confidence in IDPS support to mission operations. The test procedures are intended to be operationally realistic, without causing damage or injury to personnel, the ground equipment, or an operational satellite.

In general, FAT tests are not repeated unless there is a difference in the ground segment configuration between FAT and ST/SAT. For example, a loading test involving workstations and servers is not repeated, because the computer configuration for ST/SAT is identical to that for FAT on a Local Area Network. On the other hand, receipt of ancillary data needs to be repeated, because the data is sent over the actual communications data links. Examples of FAT-only tests are:

· Powering equipment up from an “off” condition 

· Segment loading

· (TBR) Selected contingency modes (e.g., failure of workstation, failure of primary server)

If any code changes are made to the software subsystems after the FAT baseline is established, some FAT tests may need to be repeated at ST/SAT, depending on the scope of the software changes. Except for fixes for problem reports, however, no code changes are expected.

Testing is designed to ensure that there is no loss of operational data and that ongoing operations are not impacted. This is accomplished by testing on separate equipment from that used for ongoing mission operations. If any equipment is shared, procedures are developed to disengage the test system to establish operational integrity.

The site installation makes use of network and connectivity fidelity test equipment at each IDP/Central to reduce the risk of network problems when flight operations commence. The equipment remains at the IDP/Central for support of pre-flight testing, launch support, and flight operations.

4.3.6.1 Central ST and SAT

This section describes planned ST and SAT tests at the IDP Central sites. For the NPP and NPOESS phases, the first ST at NESDIS/NCEP is considered the SAT for the IDPS.

The following representative items are tested:

· RDR production

· SDR production

· TDR production

· EDR production

· Response to user standing and ad hoc requests

The IWPTB/MSS is used to generate synthetic scenes.

Tape playback units may be used to generate downlinked SMD data. 

EDR testing uses representative environmental conditions (test scenes). More extensive testing occurs during EDR performance verification as described in section 4.6.4.

In the case of the NPP, equipment is tested at the IDP at NESDIS/NCEP. An ST is subsequently performed at the IDP at AFWA using a subset of tests (approximately 10-15%) from the NESDIS/NCEP ST.  This ST at AFWA includes production of the 6 key EDRs, plus site-unique interface tests. The ST&E IPT coordinates with the Combined Test Force, with representation from the Central, to decide on the subset of test procedures to be executed.  NPP ST and SAT testing is done on the NPP satellite operations string. A checkout is done of the NPP satellite I&T string, which is identical, except, possibly, for operational processor reserves.

For the 1st NPOESS satellite, new equipment is tested at the IDPS at the Fleet Numerical Meteorology and Oceanography Center (FNMOC), and the Naval Oceanographic Office (NAVOCEANO).  Hardware and software upgrades/replacements at the NESDIS/NCEP and AFWA IDPs are tested.  As with the NPP phase, the ST conducted at the NESDIS/NCEP IDP is considered the SAT for the NPOESS IDPS for C1. A ST is subsequently performed at the other 3 NPOESS IDPs, using a subset of tests (approximately 10-15%) from the NESDIS/NCEP ST. The STs performed include production of the 6 key EDRs, plus site-unique interface tests.  ST and SAT testing is done on the 1st NPOESS satellite ops string. A checkout is done of the satellite I&T string, which is identical, except possibly for operational processor reserves.

In the case of the 2nd NPOESS satellite, software upgrades at each of the four IDPs are tested There are no planned hardware upgrades.  Again, the ST conducted at the NESDIS/NCEP IDP is considered the SAT.  A ST is subsequently performed at each of the other IDPs, using a subset of tests (approximately, 10-15%) from the NESDIS/NCEP ST.  These STs include production of the 6 key EDRs, plus site-unique interface tests.  ST testing is done on the 2nd NPOESS satellite ops string. A checkout is done of the satellite I&T string, which is identical, except possibly for operational processor reserves.

The conclusion of SAT establishes IDPS operational readiness, based upon the following:

· IDPS equipment has been installed and checked out at key sites (NESDIS/NCEP IDP).
· Segment Acceptance Test (SAT) has been conducted for the NESDIS/NCEP IDP (in effect, the IDP segment).
· Segment is ready to support inter-segment integration and checkout.
· Segment is ready for operator and maintainer training.

· Segment is ready to support launch readiness exercises.
4.4 Launch Support Segment Requirements

The Launch Support Segment (LSS) provides resources to accomplish launch operations, and to place each satellite into the correct orbit. The LSS also supports post-launch operations at the launch site, and satellite command simulation and testing

The LSS provides all launch support equipment including Aerospace Ground Equipment (AGE), Real Property Installed Equipment (RPIE) and launch facilities. AGE consists of test equipment, computer checkout systems, etc. RPIE includes items such as power equipment, air conditioning equipment, and non‑flight fuel stores. The launch facilities include payload test facilities and other required equipment/facilities to support ground operations for testing the satellite following integration onto the launch vehicle. In the case of NPP, NASA provides the NPP launch segment except for any special VIIRS and CrIS test equipment.

The NPOESS satellite is launched from the Western Test Range (WTR) located at Vandenberg Air Force Base (VAFB) using an Evolved Expendable Launch Vehicle (EELV), with a goal of direct insertion into the operational orbit.  The NPOESS budget baseline is a medium class launch vehicle (LV) baselined to be a Delta IV class vehicle provided by Boeing’s Huntington Beach Operations.

4.4.1 Pre-Shipment Activities

Prior to shipment to the WTR, the satellite is tested to verify all LV interfaces.  Mechanically, the satellite is checked using the Payload Adapter Fitting (PAF) during the satellite acoustic and separation tests (par.4.1.7.4).  The PAF is the mechanical attachment hardware between the satellite and the LV. It includes the separation system, clamp band, pyros and catcher assembly and is provided by Boeing.

Electrically, the satellite is tested in a series of tests through a Launch Vehicle Upper Stage (LVUS) Interface (I/F) box. The LVUS I/F box (provided by the contractor), replicates the electrical interface of the LV upper stage.

4.4.2 Shipping Preparation and Operations

Typically, this activity takes up to 20 days to perform and thus must start about 80 days prior to scheduled launch to be consistent with a 60-day call-up requirement. The pre-ship tests for the satellite include (1) subsystem alignment tests (2) propulsion impedance flow test (3) sensor-specific tests and (4) satellite mass properties (center of gravity) tests. The majority of the GSE (consisting of MGSE, EGSE and the payloads EGSE) are disassembled and packaged for shipping to the Payload Processing Facility (PPF).  After shipment to and installation at the PPF, this GSE subset is validated. At the same time, the environmental status of the PPF High Bay (with respect to temperature, humidity, cleanliness etc.) is also verified to assure that these meet specifications.

The NPOESS satellite is transported by ground to the WTR in its air-ride shipping container. The remainder of the ground support equipment is also shipped to the WTR at the same time. 

At all times, the satellite is protected against contamination per the requirements of the NPOESS Contamination Control Plan.

4.4.3 Integrated Satellite-PPF Operations 

Following the arrival of the satellite at the PPF, the shipping container is off-loaded and a detailed receiving inspection is performed.  The satellite is located in its horizontal integration fixture and is visually inspected for damage or abnormalities.  Particular attention is paid to external surfaces such as secondary surface mirrors, solar array glass, multi-layer insulation (MLI), and deployment mechanisms.  Satellite contamination is assessed by means of non-volatile residue (NVR) wipes and witness plates.

Following the receiving inspection, the satellite is configured and prepped for testing. 

The satellite’s state of health is assessed by a functional test similar to that performed at the factory prior to shipment.  Data obtained during this test is correlated to data previously obtained to determine hardware function and trending.

The fourth NPOESS Compatibility test (par. 4.6.3), is conducted over a 3-day period, while the satellite is in the PPF.  The primary focus of this test is to verify segment-to-segment connectivity, software loads and databases. The test also includes verification of LEO&A connectivity, checkout of launch/ascent timelines, system software and databases.

Following the NCT, the satellite is moved to the fueling area.  Satellite fueling operations are performed by a WTR contractor per the WTR Safety Plan WTR 127-1.

In preparation for transfer to the Launch Pad, the satellite is mated to the PAF and the PAF-satellite interface is verified.  Encapsulated in its transportation container, the satellite is transported to the launch pad with a GN2 purge to avoid contamination.

4.4.4 Integrated Satellite-LV Operations 

Prior to satellite arrival at the Launch Pad, the Launch Vehicle Interface Unit (LVIU), Launch Battery Charge Unit (LBCU) and the Battery Cooling Unit (BCU) are transported to the Launch Pad and are validated along with the data and voice communication links between the PPF and the Launch Pad.

Following transportation to the launch pad, the satellite is mated to the LV.  I&T activities on the launch pad include a satellite aliveness test and a telemetry snapshot, a payload GN2 purge and fairing installation. Preparations are made for a Launch Readiness Review (LRR), which is a prelude to the Flight Readiness Review (FRR).  

The FRR is a comprehensive review of all activities and elements necessary for the conduct of all operations through launch.  This includes satellite and LV readiness and the status of remaining processing activities.  The review is conducted at VAFB at approximately L-4 days and is chaired by TBD.

The final pre-launch phase consists of final preps and the countdown. 

4.4.5 Post Launch Activities

During launch and injection to the operational orbit, spacecraft subsystems are powered on or off, as required.  Satellite telemetry is recorded during launch and injection to be transmitted following fairing separation to ground monitoring stations.  After insertion into its operational orbit and separation from the LV, satellite activation and checkout is conducted by the MMC.

4.5 FTS Requirements Verification

The Field Terminal Segment (FTS) is one of the three segments of the ground system for NPOESS. There is no FTS in the NPP phase. 

The FTS consists of IDPS software that is hosted on field terminals to ingest and process NPOESS mission data as necessary.  As a result, FTS testing reuses the IDPS test cases and procedures, enhanced by FTS-unique test cases and procedures. 

The functional architecture of the FTS is similar to the IDPS Centrals, except that no Cal/Val subsystem is incorporated and there are no interfaces with IDPS archive and C3S DRR. Additionally, Data Management and Infrastructure subsystems are modified as necessary to accommodate the reduced data processing demands of the FTS. Prototype HRD Field Terminal software is demonstrated using the NPP data stream and a representative hardware platform. This approach reduces risks by incorporating lessons learned from demonstration and segment testing prior to FAT and final delivery of the FTS for NPOESS.

Verification activities center on showing that FTS segment requirements are satisfied by the FTS design. The following types of requirements are planned for verification during the I&T program:

· Functional 

· Performance 

· Interface Definition

The segment is built and tested from the bottom-up with a combination of COTS hardware (test platform) and software, and software reused from the IDPS that was delivered and tested during the NPP program. Integration and testing is performed to ensure that the combination of lower level software items results in a functional and unified higher-level software item—up to and including the total segment—with logical and physical interfaces satisfied 

The FTS provides FTS software that processes HRD and LRD data for NPOESS. This software is a subset of the IDPS software, plus any unique software for managing and processing the HRD and LRD data. Final software installation, operation and maintenance is the responsibility of either the end user, or a third party Field Terminal vendor based on the operational requirements and the installation procedures provided by the FTS.

The FTS maximizes reuse of the IDPS components and follows the IDPS Incremental Life Cycle Model. This maximizes the efficiency of the integration effort by integrating in smaller segments of decomposed complexity and helps detect system problems earlier in the development. The Incremental method also reduces cost by performing sell-off of requirements once, at acceptance test. This limits the formal regression testing of components that are modified or undergoing the expensive formal sell-off process. It also allows for the early delivery of capabilities and interaction with the end users reducing the risk of installation, operations, and training problems.

The verification and test program follows the distributive approach discussed in paragraph 1.4 and is conducted in several phases. This comprehensive test program ensures that the FTS is a high quality product that can successfully accomplish the NPOESS mission. The test phases are as follows:

· Unit testing:  Contractor-built software and hardware (if any) units and components are tested using standard Raytheon practices and methodologies. 

· Subsystem testing:  Contractor-built software and hardware units and components are integrated into subsystems, and are tested to verify functional and performance compliance for each SI and HWCI.

· Factory Acceptance Test (FAT):  All subsystems are integrated into the Field Terminal segment, and are acceptance tested on a representative hardware platform to verify compliance to the system and segment requirements and to verify readiness for site installation. 

There are no planned site tests or segment acceptance tests for FTS. The software is tested only at the factory using representative Field Terminal hardware. 

Test cases for the FTS are derived from the segment requirements and the Operations Concept. The test cases undergo review and are coordinated with Systems, Software, and Quality Engineering to ensure that the test cases are verifying the deliverable product meets the specification requirements. The test procedures are developed using the test cases as the parent requirement. These process artifacts are developed according to the documented program process, using contract format and DID adherence and contain bi-directional traceability to our segment requirements. 
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The FTS software is verified by one, or a combination, of verification methods defined in paragraph 1.2.4, to ensure compliance with specification requirements.  The methods are identified in the VMs of the Segment Specification and lower level specifications.  Under the direction of the FTS I&T Lead, the independent test organization performs verification testing of all requirements (functional, performance, external interface) in the Segment Specification.  This testing is performed by a test group within FTS, which is independent of the development group.  Figure 4.5-1 depicts the top-level flow of test activities for the FTS.

Figure 4.5-1.  fts I&T flow

Activities for lower levels are described below. Additional details are provided in the SDP and the Software Test Plan. The software test program ensures that individual units and components of each subsystem (SI) function correctly in a stand-alone mode, that the integrated subsystem units and components function correctly, and that combined subsystems function correctly to meet the segment requirements.

The level of details of all test documentation is such that test results are reproducible with the same stimuli.

4.5.1 Software Unit and Component Integration, Checkout, and Test

All FTS-built software units and components are tested in accordance with the NPOESS SDP. Software Unit testing emphasizes code integrity and design implementation. Software Component testing verifies the proper implementation of both top level design and functional requirements.

Software unit testing is performed by the software developers in their desktop development environment. Once the unit has passed peer review including acceptance of the unit test results, the developer integrates the unit into a test version of the configuration-management-controlled software baseline, and ensure the unit integrates and tests properly before submitting the software for incorporation in the controlled baseline. During this period of developer unit testing and unit integration testing, the test organization also utilizes the test build to dry-run their test cases and test procedures prior to formal testing of the build.

4.5.2 Subsystem Integration, Checkout, and Test

During this phase, software Responsible Engineers (REs) integrate the various units and components of the software and representative FTS hardware, and perform subsystem level testing. This testing verifies that the subsystem performs as expected and verifies requirements assigned to the subsystem.

Software subsystems are tested in accordance with the NPOESS SDP and the FTS Software Test Plan.

Equipment or interfaces that cannot be tested due to lack of availability, test procedures that cannot be completed, or tests that are not satisfactorily concluded are documented in problem reports and assigned a priority. This formal tracking mechanism ensures that the test is rescheduled and conducted at a later time.

The following subsystems are tested: 

· Ingest SI

· Processing SI

· Data Delivery SI

· Data Management SI

· Infrastructure SI

· LRD SI

· HRD SI

· LRD and HRD interfaces documented in the HWCI Specification

An informal Test Readiness Review (TRR) precedes the subsystem tests to ensure equipment, software, and systems are configured and available as planned to execute the test. Additionally, a pre-test and post-test review is held for each test procedure to be executed. After execution of all test procedures, an informal post subsystem test review is held to ensure all planned requirements have been addressed. Results are documented in the Subsystem Test Report.

Additional information about the planned tests is provided in the FTS Software Test Plan.

4.5.3 Factory Acceptance Test (FAT)

During pre-FAT activities, FTS software is loaded and tested on representative FTS hardware (hardware for HRD and hardware for LRD), allowing any FTS-unique problems to be addressed earlier in the development process.  FTS-unique requirements are validated on these representative hardware components during FAT.  

An HRD demonstration of the FTS occurs about twelve months after NPP launch to reduce operational implementation risk through early demonstration of the HRD capability. This demonstration utilizes FTS representative hardware, and test drivers based on the interface specifications of the external Signal Processing Subsystem (SPS) and the external User Display Subsystem (UDS).
Prior to the start of FAT for FTS, a FAT TRR is conducted by the FTS Test Manager or designated representative. In addition, each test procedure to be executed as part of the FAT is subject to a pre-test review and followed up by a post-test review to ensure all requirements of the procedure have been addressed.

The FAT test procedures are performed by the test conductors, under supervision of the FTS I&T Lead. After testing is completed, a FAT post-test review is held by the FTS I&T Lead and a FAT Test Report is generated for final review and approval. Issues and anomalies are documented as DLIs
 or problem reports in accordance with the problem reporting process.

Testing is driven by verification of requirements designated for FAT and by running scenarios to provide Customer confidence in FTS support to mission operations. The test procedures are intended to be operationally realistic, without causing damage or injury to personnel, the ground equipment, or an operational satellite. 

The following representative items are tested:

· RDR production

· Imagery SDR production

· Non-imagery SDR production

· EDR production

All testing is performed in isolation from the network and shared resources.

LRD SMD and HRD SMD are used to simulate satellite transmissions.

4.6 System Verification

System verification is accomplished by the methods (or, combination of methods) defined in the VM of the System Specification.  Three types of system-level tests verify (in part, or in total) system performance requirements:  

· NPOESS compatibility tests are performed to exercise as much of the system as is feasible

· Inter-segment and segment external interface tests are conducted to verify the interfaces per applicable ICDs, and

· End-to-end modeling and simulations are used to verify EDR performance.

Compatibility tests are designed to demonstrate integrated system functionality (to the extent the 1-g environment allows) and validate the system from an operational perspective. Mission simulations demonstrate data flow paths and total system operation with realistic mission timelines.   Particular attention is paid to the verification of internal and external interfaces, the validation of system databases, operational scenarios and mission operational requirements. 

Three system compatibility tests of increasing complexity are performed while the satellite is at the factory and one final test prior to launch with the satellite at the launch site. 

In preparation for NPP Ground System Verification, a dedicated I&T effort is performed to integrate the IDPS and C3S segments after completion of the IDPS and C3S NPP Site Tests and Segment Acceptance Tests. A follow-on inter-segment I&T phase is conducted to integrate with other NPP segments, as well as all external interfaces. An inter-segment I&T phase is also conducted in preparation for the first NPOESS satellite, again after completion of the IDPS and C3S Site Tests and Segment Acceptance Tests. New interfaces for NPOESS are activated and verified at that time.

4.6.1 Segment-to-Segment Interface & Compatibility Tests

This paragraph addresses inter- segment interface verification. Verification activities center on showing that segment interface requirements are satisfied by each segment’s design. 

For NPP, interfaces between the following segments are shown to be compatible:

· SS

· LSS

· C3S

· IDPS

· Science Data Segment (SDS)
· Archive and Distribution Segment (ADS)

For NPOESS, interfaces among the following segments are shown to be compatible:

· SS, including the LSS

· C3S

· IDPS

· FTS

· Long Term Archive (Comprehensive Large-Array data Stewardship System [CLASS])
Testing is driven by verification of VM requirements designated for system integration (usually Interface Control Document [ICD] requirements not verified at lower levels). As a confidence building measure, each segment is responsible for inter-segment integration and test of its external interfaces with simulators or emulators, which are based on ICDs approved by the Ground Systems Engineering IPT. The ST&E IPT verifies the actual interfaces following inter-segment integration and checkout. After the C3S and IDPS SATs, the ST&E IPT, in coordination with the Ground Systems Engineering IPT, is responsible for inter-segment integration and test for C3S and IDPS.

Note:  For NPP, the National Aeronautics and Space Administration (NASA) has overall responsibility for system integration of the segments. The contractor supports NASA in testing of the C3S and IDPS segments, and any satellite testing that involves the VIIRS and CrIS instruments. 

System integration testing is described in the NPP SI&T Plan. Plans for testing of the interfaces of the NPP SS, LSS, SDS, and ADS are described in the SI&T Plan.

4.6.1.1 Space Segment to Field Terminal Segment

Interface verification is performed with the satellite at the contractor I&T facility. Downlinks are monitored by TBD. The following representative items are tested:

· Mitigation of intentional interference to data transmitted by the SS

· Receipt of raw sensor data containing a Universal Coordinated Time  (UCT) time reference, associated to the time of the event measured

· Capability to receive the NPOESS High Rate Data (HRD) downlink

· Capability to receive the NPOESS Low Rate Data (LRD) downlink

TBD is used to represent missing equipment or interfaces.

A prototypical Field Terminal is used for testing.

4.6.1.2 Space Segment to/from C3 Segment
Interface verification is initially performed with the satellite at the contractor I&T facility. Some tests may be performed with the satellite at the launch site. The interface is tested either by using a subset of C3S equipment at the factory or by establishing a data link to C3S. The following representative items are tested:

· Preclusion of unauthorized contact on all links between C3S and NPOESS SS

· Preclusion of unauthorized contact on the command links between C3S and NPP SS

· Receipt of Stored Mission Data (SMD) containing mission data, Advanced Data Collection System (ADCS), and health and status telemetry data. Note:  ADCS data is only applicable for NPOESS

· Sending commands and memory uploads for the satellite onboard processors

· Sending commands to the satellite within a 4-pi steradian field-of-view of the S-band omni antenna

· Continuous transmission of real-time telemetry data from the satellite

· Transmission of real-time telemetry data in any satellite orientation, including a tumbling state

· Receipt of real-time telemetry from the NPP satellite via the NASA Space Network

· Receipt of real-time telemetry from the NPP satellite in any orientation, including a tumbling state.

· Receipt of real-time telemetry from the NPOESS satellite in any orientation, including a tumbling state.

· Capability of C3S to send and the satellite to receive GS operational status changes to the satellite in Normal Operations mode (NPOESS only)

· Capability of the satellite to change the SMD downlink schedule based on GS operational status updates from C3S 

· Capability to periodically monitor the NPP High Rate Data (HRD) downlink

· Capability to periodically monitor the NPOESS HRD downlink

· Capability to periodically monitor the NPOESS Low Rate Data (LRD) downlink

These tests are accomplished either during the NPP Compatibility Tests, as described in the SI&T Plan; or, during the NPOESS Compatibility Tests described in paragraph 4.6.3. 

The C3S FVS is used to represent the satellite (TBR).

4.6.1.3 C3S to/from Central Element of the IDPS

Some interface testing is performed at the factory to identify possible problems as early as possible in the I&T program. Some tests are performed on site as part of the segment acceptance tests. The following representative items are tested at the factory:

· Data transfer from C3S to IDPS via data links with sufficient capacity to handle all satellite transmissions to meet EDR latency

· Routing of information from IDPS to C3S

Integrated Weather Product Testbed (IWPTB)/Mission System Simulator (MSS) (for synthetic scenes), a DRR link simulator (low fidelity), and the C3S FVS (to represent the satellite) (TBR) are used to represent missing equipment or interfaces.

The following representative items are tested at the site, as part of segment acceptance tests and system integration testing:

· Data transfer from C3S to IDPS to meet EDR latency

· Routing of information from IDPS to C3S

The following simulators are used to represent missing equipment or interfaces:

· Integrated Weather Product Testbed (IWPTB)/Mission System Simulator (MSS), for synthetic scenes 

· (TBR) C3S FVS, to represent the satellite

Tape playback units may be used to generate downlinked SMD data.

4.6.1.4 C3S to NPP Launch Support Segment

The testing described in this paragraph applies to NPP only and is performed at the launch site as part of pre-launch operations. A data link to C3S is used.

The following representative items are tested, as part of system integration testing:

· C3S support for NPP pre-launch operations

This testing may be incorporated into NPP Compatibility Test 3 or 4, as described in the SI&T Plan.

4.6.1.5 C3S to NPOESS LSS

The testing described in this paragraph applies to NPOESS only and is performed at the launch site as part of pre-launch operations. A data link to C3S is used.

The following representative items are tested, as part of system integration testing:

· C3S support for NPOESS pre-launch operations

This testing may be incorporated into NPOESS Compatibility Test 4, as described in paragraph 4.6.3.

4.6.1.6 Space Segment to Launch Support Segment

The testing described in this paragraph applies to NPOESS only.

The following representative items are tested at the launch site, as part of system integration testing:

· Communications between the LSS and satellite, to support pre-launch operations

· Commanding and monitoring the health and status of the satellite during launch operations, up to the moment of launch

· Access to the satellite for launch processing, servicing, and maintenance
· LSS support for NPOESS pre-launch operations

4.6.1.7 IDPS to SDS

The testing described in this paragraph applies to NPP only.

The following representative items are tested at the site, as part of system integration testing and as part of the NPP Compatibility Tests (described in the SI&T Plan):

· Providing RDRs and associated metadata from IDPS to the SDS.

4.6.1.5 IDPS to ADS/Long Term Archive Segment

The Long Term Archive, or CLASS, interface begins with ADS in the NPP era. ADS is an early implementation of CLASS. The ADS interface evolves into the CLASS interface in the NPOESS era. 

The following representative items are tested at the site, as part of system integration testing and as part of the NPP Compatibility Tests (described in the SI&T Plan):

· Making data available from IDPS to the ADS

The following representative items are tested at the site, as part of system integration testing and as part of the NPOESS Compatibility Tests (described in paragraph 4.6.3):

· Making data available from IDPS to the Long Term Archive

· Retrieving archived information from the Long-Term Archive that is needed for internal IDPS purposes

4.6.2 Interoperability Testing - Verification of External Interfaces

Interoperability testing refers to the verification of interfaces external to the NPOESS system (segment-to-external user interfaces).  Verification activities center on showing that system interface requirements are satisfied by the design.  Specifically, tests between C3S and the external interfaces of the command and control network are completed during this phase. 

Following TEMP guidance (paragraph 3.3.8), interoperability testing is measured against Information Exchange Requirements (IERs), three of which are identified in the TEMP:

1. NPOESS Satellite to Centrals

2. Central to IDPS

3. NPOESS Satellite to Field Terminals

The mapping of the planned testing to the IERs is indicated in the titles of the paragraphs which follow, as applicable. 

For NPP, the following interfaces are verified:

· NASA Space Network (NSN)

· Weather Centrals at NESDIS/NCEP and AFWA

· Site Facility (MMC, Ground Station)

· Ancillary Data Systems (ANC)

· Cheyenne Mountain Operations Center (CMOC)

· Calibration / Validation (CALVAL)

· Environmental Weather System (EWS)

· National Oceanic and Atmospheric Administration (NOAA) Space Environment Center (NOASEC)

· Launch Site (LS)

· Launch Vehicle (LV)

For NPOESS, interfaces to the following types of external entities are verified:

· Weather Centrals at FNMOC and NAVO

· Site Facility (BMMC, receptor sites)

· Advanced Data Collection System (ADCS)

· Search and Rescue Satellite Aided Tracking (SARSAT)

· Surface Data Center (SDC)

· Precision orbit determination systems

· Launch Vehicle (LV)

· Field Terminal

Testing is driven by verification of VM requirements designated for system integration (usually Interface Control Document [ICD] requirements not verified at lower levels). Testing occurs at the locations of the deployed NPOESS equipment (e.g., MMC, NESDIS/NCEP IDP).

Note:  For NPP, the National Aeronautics and Space Administration (NASA) has overall responsibility for system integration of the segments. The contractor team supports NASA in testing of system interfaces. 

4.6.2.1 NPOESS to Advanced Data Collection System (ADCS)
The interface is tested at the NESDIS/NCEP IDP. Requirements in the NPOESS to Advanced Data Collection System (ADCS) ICD are tested.

4.6.2.2 NPOESS to Search and Rescue Satellite Aided Tracking (SARSAT)
The interface is tested at the MMC, BMMC, and NESDIS/NCEP IDP. Requirements in the Search and Rescue Satellite Aided Tracking (SARSAT) ICD are tested.

4.6.2.3 NPOESS to Surface Data Center (SDC)
The interface is tested at the MMC, BMMC, and NESDIS/NCEP IDP. Requirements in the Surface Data Center (SDC)ICD are tested.

4.6.2.4 NPOESS to Mission Management Center Facility (MMCF)
The interface is tested at the MMC. Requirements in the Mission Management Center Facility (MMCF) ICD are tested.

This interface is verified during the NPP era. Additional requirements are verified, as needed, prior to the first NPOESS launch.

4.6.2.5 NPOESS to Backup Mission Management Center Facility (BMMCF) 
The interface is tested at the Backup MMC. Requirements in the Backup Mission Management Center Facility (BMMCF) ICD are tested.

4.6.2.6 NPOESS to NESDIS/NCEP – IERs # 1 & 2
The interface is tested at the National Environmental Satellite, Data, and Information Service / National Center for Environmental Prediction (NESDIS/NCEP) IDP. Requirements in the National Environmental Satellite, Data, and Information Service / National Centers for Environmental Prediction (NESDIS/NCEP) ICD are tested.

This interface is verified during the NPP era. Additional requirements are verified, as needed, prior to the first NPOESS launch.

4.6.2.7 NPOESS to Air Force Weather Agency (AFWA) - IERs # 1 & 2 
The interface is tested at the AFWA IDP. Requirements in the Air Force Weather Agency (AFWA) ICD are tested.

This interface is verified during the NPP era. Additional requirements are verified, as needed, prior to the first NPOESS launch.

4.6.2.8 NPOESS to Naval Oceanographic Office (NAVOCEANO) - IERs # 1 & 2
The interface is tested at the NAVO IDP. Requirements in the Naval Oceanographic Office (NAVOCEANO) ICD are tested.

4.6.2.9 NPOESS to Fleet Numerical Meteorology and Oceanography Center (FNMOC) - IERs # 1 & 2
The interface is tested at the FNMOC IDP. Requirements in the Fleet Numerical Meteorology and Oceanography Center (FNMOC) ICD are tested.

4.6.2.10 NPOESS to Cheyenne Mountain Operations Center (CMOC)
The interface is tested at the MMC and BMMC. Requirements in the NPOESS to Cheyenne Mountain Operations Center (CMOC) ICD are tested.

This interface is verified during the NPP era. Additional requirements are verified, as needed, prior to the first NPOESS launch.

4.6.2.11 NPOESS to Calibration / Validation (CALVAL)
The interface is tested at the IDPs. Requirements in the Calibration / Validation (CALVAL) ICD are tested.

This interface is verified during the NPP era. Additional requirements are verified, as needed, prior to the first NPOESS launch.

4.6.2.12 NPOESS to Environmental Weather System (EWS)
The interface is tested at the (TBR) MMC and BMMC. Requirements in the Calibration / Validation (CALVAL) ICD are tested.

This interface is verified during the NPP era. Additional requirements are verified, as needed, prior to the first NPOESS launch.

4.6.2.13 NPOESS to Ancillary Data Systems
The interface is tested at the TBD. Requirements in the NPOESS to Ancillary Data Systems (ANC) ICD are tested.

4.6.2.14 NPOESS to Global Positioning System (GPS)
The interface is tested at the TBD. Requirements in the Global Positioning System (GPS) ICD are tested.

This interface is verified during the NPP era. Additional requirements are verified, as needed, prior to the first NPOESS launch.

4.6.2.15 NPOESS to International GPS Service (IGPS)
The interface is tested at the TBD. Requirements in the International GPS Service (IGPS) ICD are tested.

4.6.2.16 NPOESS to Crustal Dynamics Data Information System (CDDIS)
The interface is tested at the TBD. Requirements in the Crustal Dynamics Data Information System (CDDIS) ICD are tested.

4.6.2.17 NPOESS to International Terrestrial Reference Frame (ITRF)
The interface is tested at the TBD. Requirements in the International Terrestrial Reference Frame(ITRF) ICD are tested.

4.6.2.18 NPOESS to Launch Site (LST)
The interface is tested at the launch site. Requirements in the NPOESS to Launch Site (LST) ICD are tested.

This interface is verified during the NPP era. Additional requirements are verified, as needed, prior to the first NPOESS launch.

4.6.2.19 NPOESS to Launch Vehicle (LVE)
The interface is tested at the launch site. Requirements in the Launch Vehicle (LVE) ICD are tested.

4.6.2.20 NPOESS to National Oceanic and Atmospheric Administration (NOAA) Space Environment Center (NOASEC)
The interface is tested at the TBD. Requirements in the National Oceanic and Atmospheric Administration (NOAA) Space Environment Center (NOASEC) ICD are tested.

This interface is verified during the NPP era. Additional requirements are verified, as needed, prior to the first NPOESS launch.

4.6.2.21 NPOESS to NASA Space Network (NSN)
The interface is tested at the MMC and Backup MMC. Requirements in the NASA Space Network (NSN) ICD are tested.

This interface is verified during the NPP era. Additional requirements are verified, as needed, prior to the first NPOESS launch.

4.6.2.22 NPOESS to Shared Facilities (SHF)
The interface is tested at the TBD. Requirements in the Shared Facilities (SHF) ICD are tested.

4.6.2.23 NPOESS to Fairbanks (FBK)
The interface is tested at the Fairbanks GS. Requirements in the Fairbanks (FBK) ICD are tested. These requirements may be verified during the GS installation and checkout.

4.6.2.24 NPOESS to Svalbard (SVAL)
The interface is tested at the Svalbard GS. Requirements in the Svalbard (SVAL) ICD are tested. These requirements may be verified during the GS installation and checkout.

4.6.2.25 NPOESS to Field Terminal – IER #3

This interface has three parts:  Space Segment to Field Terminal (FT), FTS to FT Signal Processing Subsystem (IER #3), and FTS to FT User Display Subsystem (IER #3).

The interface is tested at the factory to verify the requirements of the FT ICD.

4.6.3 NPOESS Compatibility Tests (NCTs)

4.6.3.1 Purpose and Scope

The NCT objectives are to 

· Verify segment-to-segment compatibility

· Verify site-to-site connectivity

· Verify system specification requirements 

· Demonstrate functionality of integrated system 

· Verify system software and flight databases

· Simulate pre-launch, launch and orbital modes of operation

· Exercise people, processes and flight operations procedures

To meet the stated objectives, the NCTs address segment-to-segment compatibility during normal operations and during LEO&A, as well as verification of external interfaces.  In addition, a typical segment of the on-orbit operational timeline is replicated (to the extent that the one-g, ambient environment allows) 

4.6.3.2 Description
NCT #1: The first NCT is conducted with the satellite at the contractor high bay.  This test concentrates on flight system operational procedures, MMC database checkout, and flight software validation. The test employs the commercial T3 and SONIC data landlines from the contractor facility to the MMC through C3 assets, the same as those used during space segment on-orbit operations. These services give the MMC experience in scheduling and interfacing with the satellite and the C3 resources.  

Using a roof-top mounted antenna, the NPOESS LEO&A configuration is also tested.  In this configuration, the command and telemetry Unified S-Band (USB) link with TDRSS is verified. 

In the absence of space assets appropriate to establishing a RF link, C3S compatibility is tested by injecting taped satellite data at the point where the downlink would interface in normal operations. 

 The test configurations are shown in Figures 4.6-1 and 4.6-2.

NCT #2: This test is conducted just prior to the satellite thermal vacuum test.  It is conducted round-the-clock over a 3-day period, while the satellite is at the contractor facility, to allow for realistic clock transitions through midnight.  This test demonstrates the system data flow performance between the NPOESS satellite and the MMC via C3S by conducting a series of simulated on-orbit satellite ground contacts.  
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Figure 4.6-1.  NCT Baseline configuration
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Figure 4.6-2.  LEO&A Test Configuration

NCT #3: This test (dubbed “A Day in the Life of NPOESS”) is performed following completion of satellite environmental testing, as part of satellite pre-ship testing. It emulates a 3-day period of a typical on-orbit timeline.  Satellite ground power is cycled from solar array power to internal power (test batteries) to simulate the on-orbit eclipse and sun cycles.

During this period the satellite operates either under MMC control (during points of “ground contact”), or autonomously. At all times, the satellite is monitored by the test crew, which has the capability to intervene should anomalous satellite behavior be detected.  This test thoroughly verifies site-to-site connectivity and overall system data flow.  It further provides hands-on training for the flight operations team. 

NCT #4:  This test is conducted over a 3-day period with the satellite in the Payload Processing Facility (PPF) at the launch site. The primary focus of the test is to verify (for the last time prior to launch) segment-to-segment connectivity, software loads and databases.

Table 4.6-1 summarizes the objectives and scope of the four NCTs.

Table 4.6-1.  system-level test summary

	NCT
	OBJECTIVES
	SCOPE

	#1
	Verify SS-C3S compatibility

(Satellite at factory; nominally Launch minus eleven [L–11] months)
	a) Verify interfaces, databases, communication

b) Verify GPS time correlation, on-board time adjustments

c) Conduct initial operational test of C3S S/W

d) Exercise people, procedures, processes

	#2
	Verify sensor and contingency operations

(Satellite at factory; nominally L–10 months)
	a) Verify C3S processing of sensor data

b) Verify/simulate sensor activation/calibration and procedures

c) Verify sensor commanding, memory loads, safe/survival states and recovery to standby

d) Exercise people, procedures ands database checkout

	#3
	Validate system (SS-C3S-IDPS-CLASS) from an operational perspective

(Satellite at factory; nominally L–4 months)
	Emulate typical segment of on-orbit timeline

a) Command/telemetry paths (uplink/downlink)

b) Process SMD tapes to produce RDRs, SDRs, EDRs

c) Simulate solar eclipse, signal acquisition/loss

d) Exercise memory loads/dumps and stored command sequences

e) Exercise flight ops team and database checkout

f) Verify site-to-site connectivity

	#4
	Validate system connectivity

(Satellite at the launch site; nominally L-1 month)
	a) Verify LEO&A connectivity

b) Final pre-launch checkout launch/ascent timeline, system S/W and databases


4.6.4 EDR Performance Verification

EDR performance verification corresponds to a series of tests of the functional thread that produces EDR products.  These tests are more extensive than those performed during Site Tests and IDP Segment Acceptance Test.  The functional thread begins with the raw sensors output and ends with EDR products.  The EDR performance verification needs to take into consideration sensor and spacecraft effects on the raw sensor output, the communication errors, and inaccuracies of EDR retrieval system. During pre-launch phase of NPOESS program, the EDR performance verification consists primarily of verification of EDR retrieval algorithms.  The main objective of EDR performance verification is to ensure that EDR requirements are met under a broad range of conditions. These conditions include:

· Typical and extreme environmental conditions under which the EDR is expected to be retrieved and 

· Any value of the geophysical parameter within the specified measurement range, any latitude, time of day, season, climate, level of cloudiness, sensor viewing geometry, and degree of horizontal or vertical spatial structure in the observed scene consistent with nature.

Sensor vendor develops the initial version of the retrieval algorithm, in the form of science code. SSPR contractor receives the science code during EMD. SSPR team is responsible for the development of operational version of the retrieval code, which is subsequently integrated into the EDR processing system in IDPS. The SSPR team’s general approach for EDR performance verification is to begin testing the algorithms at the earliest stage of the development.  Three levels of tests are carried out:

· Individual EDR retrieval algorithm test (IET);

· Test of EDR retrieval algorithms package associated with a primary sensor (SET), and

· End-to-end EDR retrieval system test (ETE).

For IET, the retrieval algorithm is tested under a wide range of geophysical conditions with either proxy sensor data derived from an operational heritage sensor or synthetic data generated via simulation. The required output from another retrieval algorithm is treated as ancillary data input.

In the case of SET, all EDR algorithms use data generated in an identical fashion. The main objective of SET is to ensure consistency among the algorithms associated with the same sensor. When proxy data is used as input, the radiances of all channels are derived from heritage sensors over the same geographical region at the same time. When simulated sensor output is used, the environmental scene conditions used to generate all channel output are identical. For example, in a SET test of Sea Surface Temperature (SST) and Aerosol Optical Thickness (AOT) for VIIRS, the identical atmospheric moisture and ozone profiles must be used for generating radiances for channels used to retrieve SST and AOT. 

The most challenging test for EDR performance verification is ETE. In addition to ensure the consistency among algorithms associated with different sensors, ETE also allows us to examine the retrieval quality obtained by one sensor relative to other sensors. For an ETE, all sensors output must be generated under identical conditions. For example, the cloud cover for generation of CMIS-channel’s brightness temperature must be the same for generation of radiances for VIIRS and CrIS channels. The use of proxy data for ETE requires use output of a large number of heritage sensors. This is facilitated during the post-NPP launch phase of NPOESS program. The SSPR team is to maximally leverage NPP data for ETE to reduce risk for NPOESS program.

Sensor vendor delivers retrieval algorithms for all EDR assigned to the specific sensor. The algorithms are in the form of science code. In most of cases, multiple EDRs are assigned to a sensor. The retrieval algorithms are often inter-dependent of each other. For example, the Sea Surface Temperature (SST) retrieval algorithm for VIIRS relies on the Aerosol Optical Thickness (AOT) algorithm’s output. In some cases, a retrieval algorithm delivered by one sensor vendor may use the output of retrieval algorithms of another sensor vendor.  At the delivery of retrieval algorithms to the SSPR contractor, thorough IET tests are performed at the sensor vendor site. In some case, the entire set of algorithms associated with a sensor may also be tested (SET) at the sensor vendor’s site. In other cases, SET is carried out by the SSPR contractor before the algorithms are integrated into IDPS.  Before integration of all retrieval algorithms into IDPS, ETE tests are not possible. Therefore, ETE is carried out by SSPR contractor on IDPS. 

At the delivery of retrieval algorithms by sensor vendor, the SSPR team conducts a review of Algorithm Theoretical Basis Document (ATBD) and documentation of IET and SET performed by sensor vendor. The SSPR’s team may carry out additional IET and SET before the algorithms are declared ready for integration into IDPS. After integration into IDPS, SSPR contractor performs SET and ETE tests.

In the subsections below, the approach for EDR quality verification is discussed. Section 4.6.4.1 reviews the requirements on EDR quality. Section 4.6.4.2 discusses the verification of performance at NPOESS system level. Section 4.6.4.3 presents the scope and main focus areas of pre-launch EDR verification. Section 4.6.3.4 discusses the general method for pre-launch EDR verification. A more detail discussion of EDR verification methodology can be found in NPOESS Cal/Val Plan (CVP). Section 4.6.4.5 presents the steps and process of EDR verification. Section 4.6.4.6 discusses the tools used in EDR verification.

4.6.4.1 EDR Quality Defined by EDR Attributes. 

EDR quality is defined by detailed performance requirements stated in the System Specification, Appendix D, for each of the 55 NPOESS EDRs, 26 of which are NPP EDRs. These are termed attributes and can be described in terms of measurement quality, timeliness, spatial, reporting, and in-situ categories. An understanding of how the attributes relate to system characteristics, and sensor, algorithm, and IDPS parameters is required in considering designs to satisfy the EDR requirements. Table 4.6-2 summarizes, in a general fashion, effects on EDR attributes, as well as system and sensor characteristics driven by EDR requirements.

Table 4.6-2  EDR ATTRIBUTES AND EFFECTS

	Measurement Quality Attributes:
	Related to:

	Range
	· magnitude and variation of radiances associated with phenomenon being measured; effects of masking or interfering phenomenon and atmospheric transmission

· sensor detection responsivity range, noise floor, saturation point

· algorithm range of applicability, either empirical or phenomenological

	Uncertainty (RMS)
	· sensor signal-to-noise, number of channels used in measurement

· varying environmental conditions, breadth of applicable conditions

· algorithm statistical error, convergence limit, correction for  environmental conditions

	Accuracy (bias)
	· fundamental limits on empirical relationship between signals received by sensor and phenomenon being observed

· limitations or skewness in training data set

	Precision (repeatability)
	variation in signal conditioning and data handling

	Timelines Related Attributes:


	Revisit
	number of satellite orbital planes with sensor, sensor swath width

	Refresh 
	revisit plus max variation in IDPS processing time from average

	Latency
	time between visit and providing of EDR includes time between data acquisition by sensor, on-board storage, downlink and ingest times, and processing to provide the EDR

	Spatial Attributes:

	Horizontal Cell Sizes (HCS), Vertical Cell Sizes (VCS)
	· HCS - optical resolution or n x n optical pixels used in processing

· VCS – number of spectral channels, linewidths/shapes, sensor signal-to-noise

	Mapping Accuracy  
	spacecraft location, pointing knowledge, and jitter; geolocation 

	Reporting Attributes:
	

	Horizontal, Vertical Reporting Intervals 
	related to user grids, i.e. involves spatial resampling of EDR

	In-Situ, Unique Attributes:

	Reporting Frequency

Unique Attributes
	· select EDRs, e.g. Space Environment, are defined for in-situ measurements at intervals along orbital track

· unique EDR specific attributes are diverse, e.g. Typing Probabilities, Particle Dose, Energy Transfer


4.6.4.2 System Performance Validation

Some attributes are satisfied by the system architecture and top level design.   For example, revisit by number of orbit planes populated by the primary measuring sensor with its specified swath width; latency by spacecraft data storage time, downlink and transmission to the IDPS, and IDPS data processing time. These have been verified by analysis and simulation during design by high confidence industry standard simulations such as STK, DSAT. Some attributes are satisfied by sensor design, e.g. Horizontal Cell Size by optical aperture, validated by optical design codes and verified by laboratory tests of the sensor optical train. Some attributes are satisfied by satellite design, e.g. Mapping Accuracy by location and pointing knowledge together with requirements imposed on sensor-to-platform alignment.  For such attributes, compliance with the system and sensor specs must be reviewed when there are architecture or design changes. The impact of variations from specification can be assessed using the IWPTB, DSAT, ATAS, and other design tools to verify that affected attributes still meet the requirements defined in System Specification Appendix D. Variations within specification can also contribute to EDR quality and can be similarly assessed to understand distribution of errors.

4.6.4.3 Pre-launch EDR Quality Verification, Scope and Objectives

Overall EDR quality verification involves characterization of retrieval qualities, which relate to system accuracy in measuring and quantifying the specific geophysical parameters. The relevant measurement quality attributes are range, uncertainty, accuracy and precision. Pre-launch EDR quality verification focuses on predicting the measurement quality associated with the sensor-hardware and the retrieval algorithms. Since all instruments and retrieval algorithms are subject to an on-orbit Cal/Val process, the pre-launch quality verification is intended to predict the EDR-retrieval quality that can be achieved after the initial on-orbit Cal/Val phase. For example, in the case of EDR retrieval algorithm constructed based upon regression analysis of synthetic data, regression analysis of the match-up in-situ measurements and radiance measurements is used to fine-tune the retrieval algorithms during on-orbit Cal/Val. 

The major focus of pre-launch EDR quality verification includes:

· Identification of possible limitation in the instrument and algorithm designs

· Establishing consistency among different retrieval algorithms, and

· Verification of robustness and tuneability of the retrieval algorithms. 

In the first place, the instrument specifications and the algorithm designs are based on current community’s best understanding of the phenomenology of electro-optical radiation. The radiative theory maps the geophysical parameters in the Field of View (FOV) of the sensors and the radiance measured by the sensors. However, the validity of radiative theory used in the sensor specification and algorithm designs is limited for specific geophysical conditions.  The range of geophysical conditions under which the radiative theory is valid must be clearly identified. In the second place, the overall consistency of the basic assumptions among different retrieval algorithms must be ensured. These include assumed sensor characteristics, dependency between the retrieval algorithms, radiative transfer model used in algorithm development and, representation of the quality of the retrievals. Finally, the performance of EDR retrieval in unforeseen or unusual conditions must be determined. These conditions may include possible failures in some channels and extremely rare weather conditions. Similarly, the ability of tuning the algorithm to improve and maintain the performance of the retrieval must also be assessed during pre-launch verification. In fact, the pre-launch EDR-quality-verification activity is closely coordinated with the on-orbit Cal/Val activities. The examination of archived in-situ and remote-sensing data from existing weather satellite programs provides a preview of the availability and quality of the data sets needed for on-orbit Cal/Val during pre-launch EDR quality verification. In anticipation of on-orbit Cal/Val, post-launch retraining and fine-tuning of the EDR retrieval algorithms are also addressed. 

4.6.4.4 General Approaches for Pre-launch EDR Quality Verification 

 The main tasks in EDR-retrieval-algorithm testing consist of the following:

· Preparation of input data;

· Execution of the retrieval algorithms, and

· Analysis of the algorithm output. 

The input data include radiances for the sensor channels and ancillary data. The analysis of the output includes appropriate stratification of the results. 

The two commonly used techniques for the preparation of the input data are simulation and emulation. In simulation, the chain of tasks required to generate synthetic radiances is illustrated in Fig. 4.6-3. The first step is to construct a set of geophysical scenes. A geophysical scene is a complete description of the geophysical parameters, which are relevant to the radiative properties of the environment, in the field of the instruments. The generation of such a description entails the use of archived geophysical measurements, climatological information, and computer simulation. The geophysical parameters involved in this description are referred to as scene attributes. The relevant attributes strongly depend on the wavelengths of the channels of interest. The geophysical scene provides input to the radiative-transfer models that translate the environmental conditions, in the field of view of the sensor, into the radiances for the wavelengths of interest at the instrument’s aperture. The results are sometime referred to as synthetic radiometric scenes. Indeed, this radiance corresponds to the top-of-the-atmospheric input to the sensor. The radiometric scene is then put through a sensor model that simulates the effect of the instrument’s electro-optical/RF system. The results are called synthetic sensor radiance. 

An alternative approach for test-data preparation is to use match-up data sets of in-situ measurements and satellite measurements. Several of the NPOESS sensors stem from heritage instruments on other environmental-remote-sensing programs such 


Figure 4.6-3.  steps in the generation of synthetic sensor radiance

as POES, DMSP, and EOS. However, the radiance measured by these heritage instruments cannot always be used directly because of the difference in channel characteristics, viewing geometry and other differences. In these cases, empirical mappings are often used to translate the radiance measured by a heritage instrument to the radiance appropriate for an NPOESS instrument.

Each of the two input-data-preparation techniques has distinct advantages and disadvantages. The development of measures of scene quality is discussed later in this section.

Once the input data (which include all ancillary input data to the retrieval algorithms, in addition to the synthetic radiances) are generated, the EDR retrieval algorithms can be exercised. Even though the complete retrieval algorithm takes the raw radiance (RDR) as input, for algorithm-verification purposes, it is often useful to consider the synthetic radiance as calibrated radiance (SDR). When the input data is in the form of an RDR, the algorithm produces the SDR, in addition to the EDR. Evaluation of the resulting EDR leads to the assessment of the algorithm performance.

The representation of the statistics derived from EDR-quality verification takes into consideration the following issues.

· Error budget. A comprehensive compilation of error sources should be made. The reporting of test results ought to identify clearly the sources of error included in the evaluation. For these error sources, a break down of relative contributions is established.
· Stratification. As required by the System Specification, the performance of each EDR should be reported for a set of stratified conditions as appropriate. For example, when systematic and significant differences in EDR-performance are observed under different conditions, stratified EDR-performance reporting is to be made.
· Statistical significance. Whenever a statistical parameter is computed, there is an underlying probabilistic model used. This model leads to the establishment of estimation of the statistical significance (or confidence level) for the statistical parameters. The only practical method to increase the confidence level of a statistical estimate is to increase the number of independent test cases. The implication for stratification strategy is that, by reducing the width of stratification intervals, the number of test cases in each interval may be fewer, so the confidence level for each estimate is reduced.
The results of any algorithm verification are critically dependent upon the test data used as input. In EDR quality verification, a multitude of demands on the EDR performance and a wide range of geophysical conditions are to be covered. The preparation of high-quality test data is a particularly challenging issue. In addition to generating new and independent data sets, the quality of EDR-retrieval algorithm training and verification data sets used by the sensor vendor is evaluated. The preparation of synthetic input data for EDR retrieval algorithms by simulation requires the description of geophysical scenes. To address this issue systematically, several basic criteria of scene quality are defined. A standard framework is proposed for the documentation and quality rating of the synthetic scenes. A roadmap for the generation of high-quality environmental scenes is described in this paragraph.

The fundamental requirement for creating a description of the geophysical environment in the field of view of a sensor for a specific time interval is that this description must resemble naturally occurring conditions. If a large collection of geophysical scenes is used to verify an EDR retrieval algorithm, the range of conditions and the frequency of occurrence of these conditions should also be comparable to naturally occurring conditions. There are many different bases of comparison between synthetic scenes and naturally occurring scenes. One part of scene quality criteria is focused on individual scenes; these are individual scene quality criteria. The other part of the scene quality criteria deals with the ensemble of scenes; these are quality criteria for scene collections.

The two basic quality criteria for individual scenes are completeness and realism. The first criterion examines whether or not all geophysical parameters that influence the radiative properties of the environment are specified in the scene description. The second criterion characterizes the reliability and specificity of the values of the geophysical parameters in the scene description. More precise definitions of these criteria can be found in the NPOESS Cal/Val Plan.

The prediction of the EDR performance of candidate algorithm requires the use of a large number of scenes. Therefore, the quality of the ensemble of scenes is just as important as the quality of individual scenes. The three basic quality criteria for scene collections are ensemble feasibility, exhaustiveness and, statistical representativeness. On an abstract level, these criteria originated from comparisons between the set (N) of all naturally occurring scenes and the collection (S) of synthetic scenes. The feasibility of a collection of synthetic scenes examines the degree to which the set S can be viewed as a subset of N. In another words, we try to determine whether or not each synthetic scene can occur in nature. Conversely, the exhaustiveness of the ensemble of scenes examines whether or not the set S includes N. That is, we try to determine whether a significant range of all naturally occurring scenes is adequately represented in the collection of synthetic scenes. The statistical representativeness examines whether or not the relative frequency of occurrence of sub-categories of natural scenes is correctly represented in the scene collection. More detailed definition of these criteria can be found in the NPOESS Cal/Val Plan.

By clearly defining these scene-collection-quality criteria, potential conflicts in generating high-quality test-scene collections can be identified. Indeed, the inclusion of extreme cases in the collection of test scenes helps to increase the exhaustiveness of the collection. If some of these extreme conditions have never been observed in nature, the feasibility of these scenes is difficult to establish. Furthermore, these extreme scenes present significant challenge for justification of statistical representativeness of the collection.

These basic criteria also provide guidance in developing metrics to characterize the quality of a collection of scenes. Each of these basic criteria cannot be completely characterized by a single quality metric. However, a combination of quality metrics is often sufficient to determine the quality of the collection. Detailed discussions of these scene quality criteria and examples can be found in the NPOESS Cal/Val Plan

In EDR-quality verification, the SSPR contractor serves as an independent verifier by conducting additional End-to-End testing of all EDR retrieval algorithms. The development of quality metrics helps us formulate a systematic approach for the generation of high-quality test-scene collections.

The steps in our approach are illustrated in Fig. 4.6-4. The first step is to determine, from the list of EDR retrieval algorithms to be exercised, the sensor channels whose radiances are needed. A matrix of sensor channels vs. geophysical parameters that influence the radiances in these channels is developed through a comprehensive review of radiative transfer theory and the sensor designs. This matrix is developed and maintained independently of the quality verification of any specific EDR retrieval. As SSSPR contractor, we use the same matrix for all test-scene generation. This matrix provides the necessary list of attributes of the test scenes.  This procedure ensures the completeness of scenes, it also introduces consistency among different test-scene-generation efforts.
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FIGURE 4.6-4.  STEPS IN TEST SCENE GENERATION

When the simulation method is used to generate input radiances for the retrieval algorithms, the values of all required scene attributes should be specified. For this purpose, a global database is maintained for such geophysical data as radiosonde measurements, weather-station reports, buoy measurements, and other relevant data. The specification of scene attributes can be made by matching up different measurements from the global database. When empirical techniques are used to generate values of the attributes, the global database can provide valuable information on the range and distribution of data values measured in nature.

When the sensor emulation technique is used to generate input radiance, no RTM is involved. As a result, only the values of the EDR of interest and the matching satellite measurements are needed. However, the availability of other scene attributes measured simultaneously is extremely useful in the scene-quality-verification process. For example, when CMIS or VIIRS SST retrieval algorithms are evaluated, knowledge of atmospheric moisture profiles or total precipitable water is critical for the evaluation of the exhaustiveness and the statistical representativeness of the collection of scenes.

Before the resulting scene collection is to be used for EDR-quality verification, systematic scoring of the collection is performed. Documentation of the scene quality is prepared. Knowledge of the scene quality and scene-collection quality ensures validity of the results of the EDR-quality verification.

A critically important part of EDR-quality verification is to report the verification results in a statistically meaningful and informative way. The SSPR contractor must ensure that all sensor vendors adopt a uniform standard in reporting verification results. A key element in this reporting is the identification of the error sources and error budget used in the EDR quality verification. Common error sources in EDR retrieval include the following.

· Scene-modeling error. If the algorithm treats the geophysical condition in the field of view of the sensor as uniform, the difference between the value of a particular point in the field of view and the average value is referred to as scene-modeling error.
· Error of the forward model. The forward model may not replicate the relationship between the geophysical parameters and the channel radiance. Simplifying assumptions, which make the model numerically tractable generally, introduce errors. For example, the forward model used in a physical retrieval algorithm can introduce error in the EDR retrieval.
· Sensor-calibration error. After raw radiance is measured by a sensor, it is calibrated to remove such sensor effects as bias and nonlinearity. The calibration may not completely remove all sensor effects. The residual effect is referred to as sensor-calibration error.
· Retrieval-algorithm error. Retrieval algorithms often adopt simplifications such as local horizontal homogeneity to facilitate inversion of the forward model. These idealizations introduce algorithm error.
The effects of these errors on EDR quality are compounded. Estimation of the contributions of these errors on EDR quality provides valuable insight for algorithm improvement. However, the pre-launch EDR-quality-verification process also inevitably introduces errors that make the accurate prediction of EDR retrieval performance more challenging. Identification of these errors helps us to interpret correctly the pre-launch EDR-quality-verification results. A detailed analysis of various error sources can be found in the NPOESS Cal/Val Plan.

4.6.4.5 Process for Pre-launch EDR Quality Verification

Pre-launch EDR-quality verification maximally leverages the verification efforts undertaken by the sensor subcontractors. Optimal use of the expertise of government agencies, sensor subcontractors, and the contractor is also made. The process described below is applied to IET, SET and ETE. The pre-launch EDR-quality-verification procedure consists of the following five main steps.

1. Documentation and review of sensor vendor’s algorithm development, basic assumptions, training data sets and, verification methods;

2. Verification of simulation tools, i.e., sensor models and radiative transfer models;

3. Consistency verification;

4. Algorithm-robustness tests; and

5. Independent quality verification.

These steps are, in general, taken sequentially. Thus, the level of effort required in the later steps critically depends on the verification results of the earlier steps. In fact, for many leveraged NPOESS sensors with a long history of successful EDR retrieval in heritage missions, the first step of the quality verification process is the main part of the verification effort. Alternatively, for the key NPOESS development sensors, a more in-depth verification process is planned. The EDR-quality verification is carried out for both the science algorithms delivered by the vendor subcontractor and the operational algorithms after implementation into the IDPS. The maintenance of EDR quality through the transition from science algorithm to operational algorithm is ensured by a parallel verification effort. That is, the EDR quality verification process is carried out on both the science algorithms, which are examined in the Integrated Weather Product Test Bed (IWPTB), and the operational algorithms, which are developed in IDPS. Identical test data sets are used through the verification process. The results are to be compared to ensure the consistency of the EDR retrieval performance. 

This approach is illustrated in Fig. 4.6-5.This paragraph focuses on the discussion of each of verification steps and the roles of sensor vendor subcontractors and the SSPR contractor. 

The first step in the EDR-quality-verification plan is the rigorous review of the sensor vendor’s algorithm development and EDR-quality-verification effort. Most of the NPOESS development-sensor subcontractors selected by IPO have developed preliminary EDR retrieval algorithms and have carried out significant EDR-quality-verification work. The SSPR EDR-quality verification is focused initially on the following areas.

· Review of the basic assumptions of the retrieval algorithm, and the consistency of these assumptions among different retrieval algorithms. 

· Introduction of a uniform framework for the documentation of the algorithm training and the verification data sets. This documentation includes the quality scoring of these data sets.

· Establish the relationship between the training and verification data sets.

One result of this review is to produce high-quality and accurate documentation of the EDR retrieval algorithms. This step of EDR quality verification introduces uniformity both in terms of EDR-retrieval algorithm documentation format and in terms of documentation quality. It also provides an independent, rigorous critique of the Algorithm Theoretical Basis Document (ATBD).

The second step of EDR quality verification is to review the forward model (radiative transfer model) and the sensor model used by each sensor subcontractor. For the sensor model, the SSPR contractor works with the sensor vendors to incorporate the most up-to-date models for spacecraft effects into sensor models developed by sensor vendors. These effects may include spacecraft jitter, spacecraft orbit perturbation, optical and electro-magnetic interference between sensors, and other effects. The 
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figure 4.6-5.  parallel edr quality verification between iwptb and idps

verification of forward models requires detailed documentation of all input options used in algorithm training and verification phases. With this documentation, either the SSPR contractor or the sensor subcontractor is able to reproduce all synthetic input data used in these development phases. Furthermore, the validity of the radiative-transfer models for the conditions specified is established either by reference to validation work published by the developers of the models for similar conditions or by sufficient independent validation efforts. These efforts include comparisons between model-predicted radiance with the radiance measured by heritage sensors.  

The next step of the verification consists of a series of steps to verify consistency. The areas of focus are as follows.

· Consistency of input/output. Availability and quality of all algorithm inputs are to be consistent with the outputs of algorithms that produce these data. 
· Consistency of performance report. The reporting of the EDR performance is to be consistent among different algorithms. Assumptions concerning the quality of ancillary input data are to be consistent with the quality report for the algorithms that supply the information.
· Consistency of scene quality. When different algorithms use a given channel radiance, the list of scene attributes contributing to the radiance of this channel are to be consistent. Similarly, the test-scene quality should be consistent for these algorithms.

The algorithm-robustness test is necessary if the following conditions are present.

· The range of test scenes used by sensor vendor needs to be enlarged, or the data source or the methodology used for the construction of the test scenes needs to be diversified.
· The algorithm requires calibration and retraining. In this case, the verification of robustness verification is to entail the use of an alternative forward model or a modified sensor model.
· The similarity between the algorithm-training scenes and the verification scenes is high. Independent data sources are to be used to evaluate the robustness of the algorithm, so that the similarity of the two types of scenes is reduced.
For verification of robustness, the deterioration of the EDR retrieval is evaluated under perturbed conditions. Drastic deterioration of performance, and excessive migration of errors from perturbed fields into unperturbed fields, are indications of a lack of robustness of the algorithm.

The most expensive step of the EDR-quality verification is the independent End-to-End testing. The SSPR contractor has the primary responsibility for this phase of the verification. Indeed, this verification step allows the SSPR contractor to exercise a large number of EDR retrieval algorithms simultaneously with identical scenes. The correlation between the performance of different EDRs and the synergism of these products can be evaluated through the End-to-End testing. We have invested significant internal resources in the development of an IWPTB to meet this challenge. During EMD phase of the program, the IWPTB plays an important role in test-data preparation,  algorithm verification, and system trades.

4.6.4.6 Integrated Weather Products Test Bed (IWPTB)
 The primary goal of the IWPTB is to provide the capability to assess the effect of spacecraft, sensor, algorithm, and external data parameters and errors on the quality of EDR attributes (e.g., accuracy, precision, and uncertainty).  

To rigorously determine the impact of a given sensor/spacecraft system design on the EDRs it produces, a direct comparison is performed between the EDRs retrieved using the proposed system and the corresponding ground-truth values from the environmental scene.  However, until the actual system is built and fielded, this can only be done via utilization of existing similar sensor data and through simulation.  The IWPTB provides such an end-to-end simulation, which incorporates the description of the environmental scene, the simulation of the measurements from the proposed sensor/spacecraft system, the generation of the final environmental data products and a statistical assessment of EDR quality.  The key elements of the IWPTB that provide this end-to-end simulation capability are:

· A compilation of environmental scenes that provide a “complete” description of the geophysical parameters needed in modeling the measurements made by the sensors as they view the scene.  For radiometric sensors such as VIIRS, CrIS, and CMIS, these geophysical parameters provide the input to the radiative transfer models that compute the radiance at the sensor’s entrance aperture.  

· Rigorous, validated models that simulate the measurements made by the proposed sensor/spacecraft system.  This involves both the radiative transfer modeling (which transforms the input physical scene properties viewed by the sensor to the spectral radiance at the sensor’s entrance aperture) and the system transfer functions that add the optical, electrical and mechanical effects introduced by the sensor and spacecraft platform.

· Implementation of retrieval algorithms tailored to the proposed sensor/spacecraft system that transform the sensor measurements into the retrieved environmental data products (EDRs).

· A means for comparing the retrieved EDRs with their corresponding ground-truth values over a wide range of environmental conditions, so as to provide a statistical measure of the systems ability to meet the EDR quality requirements over their required ranges.  

Figure 4.6-6 shows how these key IWPTB elements are linked together to provide the capability for assessing EDR quality as a function of system parameters and errors.  

The process starts with the compiled set of environmental scenes.  For assessing EDR performance, the environmental scenes must be based on a well chosen, screened set of atmospheric profiles and land/ocean backgrounds that reflect a wide distribution of global conditions and cover the required range for all the EDRs.  These environmental scenes are used both to provide the ground-truth of the geophysical parameters (EDRs) and as inputs to the radiative transfer models (RTM) used for computing simulated radiances at the sensor entrance aperture.  There are several different RTMs used in the IWPTB, spanning the frequency regime from UV to microwave.  The radiances from these RTMs are input to the sensor/spacecraft models that add the optical, electrical and mechanical effects introduced by the sensor and the spacecraft platform.  The output from these models (RDR or SDR) is either directly used as input to the IWPTB’s EDR generation and quality assessment routines or is handed off to the IDPS for processing of EDR products and algorithm completion timing.  In either case, the IWPTB compares the generated EDRs against the geophysical parameter ground-truth in order to establish EDR quality metrics.  The quality and latency metrics are key factors for evaluating different system architectures and assessing system risks. 
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 Figure 4.6-6  IWPTB/IDPS End-to-End EDR Quality Assessment Process
4.6.4.6.1 Assessment of EDR Quality and System Performance Validation

The IWPTB provides the capability to assess the impact of system design parameters and errors on EDR retrieval performance.   This capability is based on an end-to-end simulation of the key elements of the system, including spacecraft, sensor, algorithms, external data parameters and errors.  The end-to-end simulation is comprised of five key elements: 

1. Compilations of global and regional environmental scene datasets 

2. Radiative transfer models

3. Models of the sensor and spacecraft platform

4. Implementation of retrieval algorithms for the required environmental data products, and

5. EDR assessment tools for comparing retrieved EDRs with ground-truth and generating statistical metrics for EDR quality attributes (e.g., accuracy, precision, and uncertainty).  

Our PDRR and EMD approach to choosing models and databases for implementation into the IWPTB is to select the best model from the government, commercial, academic, and NPOESS contractor community.  It is expected that during the EMD contract, models that have been developed for the NPOESS sensor development contracts will become available to us. 

As each model is acquired, it is compared to the current IWPTB model, and differences in performance and results are analyzed.  Investigation of these differences reduces program risk.  Therefore, the current suite of IWPTB models serve a two-fold purpose.  First, as “proxy” models upon which to base IWPTB analytical development and system trades until the entire range of NPOESS vendor models are available.  Second, as tools for independent verification of the performance of the NPOESS vendor models when they do become available.  

During the EMD, the IWPTB will be involved in coordinated team efforts to evaluate and approve the appropriate selection of models and test data for EDR performance studies.  Our overriding goal is to leverage to the full extent possible the work that has been performed on the NPOESS sensor vendor contracts and to utilize the best that the community has to offer.  

The IWPTB capabilities and status are detailed in the NPOESS Modeling and Simulation Plan.

4.7 System Certification 

Following launch, DT&E continues through the early on-orbit phases. The contractor, working in coordination with the CTF, prepares for Operational Test & Evaluation (OT&E) by using the process outlined in AFM 63-119.  AFM 63-119 is tailored for the NPOESS application in the NPOESS Certification of System Readiness for Dedicated Operational Test and Evaluation (OT&E), which provides the criteria for certification in a collection of test planning, system design and performance and test assets and support templates.  Meanwhile, the Combined Test Force (CTF), with the IPO in the lead, verifies system performance per system specification requirements.  

The NPOESS IPO will formally certify system readiness to enter dedicated OT&E.  This is expected to occur after the NPOESS C1, C2 satellites are on-orbit. 

An independent OT&E follows, conducted by the Operational Test Agencies (AFOTEC lead). The Joint Interoperability Test Command (JITC) supports AFOTEC and provides system interoperability test certification recommendations to the Director, Joint Staff J-6, who issues interoperability system test certifications.
The details of the certification process are captured in planning documentation, developed jointly with the government, and contractual instrument(s).

5 POST-launch DT&E program

On-orbit DT&E comprises system activation and checkout, sensor system performance characterization, on-orbit sensor calibration, and validation of NPOESS xDRs.  Figure 5-1 provides an overview of on-orbit DT&E, and the other activities that support and interface with it.

5.1 System Activation and Checkout
Launch and early orbit testing is conducted to demonstrate readiness to begin mission operations. All segments participate in system activation and checkout after satellite insertion into final orbit. This testing also supports a decision to begin OT&E according to Government approved test plans. Figure 5.1-1 shows the nominal sensor on-orbit testing timeline starting with the Launch and Orbital Acquisition Phase, for a typical microwave sensor and a typical optical sensor. Sensor activation requires 8 to 54 days, depending on the sensor. 

Immediately following launch and orbit insertion, the solar arrays are deployed, as are the CMIS antenna and the SES magnetometer boom. The on-board attitude determination and control system (already powered on) removes any excessive tip-off rates. Sun sensors automatically point the satellite into the sun pointing safe mode. Upon reaching the sun-pointing mode the solar arrays begin generating enough electrical power to recharge the batteries. The Solid State Recorder (SSR) records all satellite health & safety (H&S) telemetry during the orbit insertion process. During this first month of on-orbit operations, functional and performance tests are conducted to verify the operability of all satellite subsystems and ground segments. 

Optical payload activation operations begin following the outgassing period, which can take as long as 42 days, depending on the instrument. Telescope covers are not removed until it is determined that a sufficient outgassing period is complete.  Sensors with ultraviolet channels, such as OMPS and SESS, are particularly sensitive to optical contamination, and have the most stressing outgassing delays.  Sensors with cryogenically cooled focal planes, such as 
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Figure 5-1 Post Launch System Test Flow

VIIRS, also require long outgassing periods to avoid condensation of vapors on cold surfaces. Microwave sensors are much less affected by contamination, and activation typically begins immediately after satellite functional tests are complete..  After a series of spacecraft and payload functionality tests are completed, initial calibration measurements are taken, including an assessment of the field-of-view uniformity across a sensor scan.  Possible launch-induced pointing biases are removed by scanning across geolocated coast-lines.
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Figure 5.1-1 Nominal Sensor On-orbit Testing Timeline

The second phase is the sensor system performance characterization phase, which may take up to another two months.  These tests further build the payload sensor performance database for sensitivity, temperature stability, pointing control, and on-board data processing. Celestial targets (such as the moon) are used for these activities during the checkout period and through the satellite mission lifetime. At completion of this series of on-orbit tests conducted using the personnel trained to operate the system on a daily basis, operational suitability will have been demonstrated and the satellite is ready for the third phase of on-orbit T&E: on-orbit Cal/Val. This is discussed in paragraph 5.2.  It is anticipated that NPP will allow the build-up of an on-orbit performance baseline to simplify and shorten NPOESS or-orbit characterization of VIIRS, CrIS and ATMS.

5.2 On-orbit Cal/Val

The on-orbit calibration and validation of the NPOESS sensors is described in detail in the NPOESS Cal/Val Plan Volumes 1-13.  The key aspects of on-orbit Cal/Val are summarized in this section.

The objectives of the on-orbit Cal/Val program include

· Verify on-orbit performance of all NPOESS sensors

· Verify on-orbit calibration of all NPOESS sensors

· Validate performance of xDR retrievals (xDR products compared with truth data)

· Validate overall end-to-end system performance to deliver data products to users

· Support OT&E

· Provide long term monitoring of sensor performance to achieve long term stability requirements

The NPP Cal/Val program will provide risk reduction for future NPOESS Cal/Val.  This will be achieved by flying three of the key NPOESS sensor (VIIRS, CrlS and ATMS) and by the demonstration of the Cal/Val processes to be used for NPOESS (Figure 5.2-1).  Initial validation, providing high confidence in the EDR products will be complete approximately seven months, after launch with the completion of validation activities after two years.  The first planned NPOESS launch, C1, also manifests VIIRS, CrIS and ATMS, but adds CMIS and APS as well.  Experience gained in validating NPP EDRs will shorten the time required for validating the same EDRs on C1, potentially by several months.  New sensors on C1 will generate EDRs not available from NPP, however, and the time required for initial validation of these new EDRs is expected to take approximately seven months from launch, about the same time required for NPP initial validation. Each successive planned NPOESS launch adds new sensors which support new EDR development.  Thus, at least through C3, the time for completion initial validation will remain at approximately seven months after launch.  After C3, all NPOESS instruments will have been flown at least once, and no new EDRs are required, so on-orbit validation can be abbreviated.


 Figure 5.2-1: Successive EDR On-Orbit Calibration and Validation Timelines

Post-launch each NPP and NPOESS satellite will undergo an on-orbit Cal/Val process.  This process starts after early orbit checkout has been completed.  There are four phases to on-orbit Cal/Val:

· Initial Sensor Calibration

· EDR Validation

· Algorithm up-grades or changes 

· Long term system performance monitoring

The objective of the initial sensor calibration is to verify both the proper sensor performance and calibration.  Sensor operation is verified by comparison of pre-launch sensor performance test data with post-launch sensor health and status telemetry values.  Quantitative comparison of sensor operating parameters (e.g., subsystem temperatures, output count range when viewing known targets, etc.) is performed where practical.  Sensor calibration is verified using a variety of tests and comparisons, including on-board calibration features within each instrument, vicarious calibration using characterized, or instrumented test sites or targets, and cross-calibration against other validated satellite or airborne sensors.

Table 5.2-2 summarizes the on-orbit calibration methods for VIIRS, CMIS, and CrIMSS, which together generate 27 of the 56 NPOESS EDRs.

Table 5.2-1.  Key NPOESS Instrument Calibration Functions and Features.

	NPOESS Instrument
	Self-Calibration
	Vicarious Calibration
	Cross-Calibration

	VIIRS
	Full Aperture Blackbody
	Characterized Land Validation Sites (MODIS)
	NPOESS:  ERBS, CrIS

	 
	Space View
	Lunar Reflection
	NPP: VIIRS

	 
	Solar Diffuser
	 
	EOS: MODIS, ASTER, AIRS

	 
	Solar Diffuser Stability Monitor
	 
	POES, DMSP, LandSat

	CMIS
	Cold Load (Cosmic Microwave Background)
	Ice-free, Wind-free Sea Surface (Clear and Humidity-free Sky)
	NPOESS: ATMS

	 
	Warm Load (Blackbody)
	Lunar Reflection
	 

	CrIMMS
	 
	 
	 

	  CrIS
	Space View
	Characterized Land Validation Sites
	NPOESS: VIIRS, ERBS

	 
	Internal Calibration Target (Blackbody)
	 
	EOS: MODIS, ASTER, AIRS

	 
	Laser/Neon Spectral Calibration
	 
	METOP: IASI

	  ATMS
	Cold Load (Cosmic Microwave Background)
	Characterized Land Validation Sites
	NPOESS: CMIS

	 
	Warm Load (Blackbody)
	 
	EOS: ATMS

	 
	 
	 
	METOP: AMSU


On-board calibration responses will be compared to values obtained during pre-launch calibration to assure the instruments are performing as expected.  Vicarious calibration will also be employed as appropriate to verify radiometric sensor calibration on-orbit.  Vicarious calibration is an on-orbit technique using well-characterized scenes (such as the full moon), or validated, calibrated ground-based /airborne radiometers deployed on or above spectrally and spatially homogeneous targets to make simultaneous measurements during periods of satellite instrument overpasses.  The objective of vicarious calibration is not to retrieve EDR data, but rather to expose the sensor to well characterized radiometric sources.  For example, under-flights with airborne instruments such as NAST-I and NAST-M, will provide comparative measurements of the same conditions as observed by the satellite sensors. NPOESS sensors will also be cross-calibrated against other orbiting sensors, either on the same spacecraft, or on other spacecraft observing the same scenes at the same, or nearly the same, time.

Once the on-orbit sensor calibration has been validated the EDR validation phase will begin.  This phase involves the retrieval of the NPOESS EDRs using the operational software within the IDPS located at each of the Centrals.  The retrieved EDR values are compared to in-situ or other independent measurements that have been designed as “truth data”.  It is important to recognize that the “truth data” includes errors that preclude exact agreement with retrieved NPOESS results, even with perfectly tuned algorithms and perfectly functioning NPOESS sensors.  If there is a difference between the measured truth data and the retrieved NPOES data that is larger than the expected difference, considering all error sources, then the NPOESS EDR retrieval algorithms must be adjusted to bring the two results into agreement within expected error.  Even if all the individual values agree within expected error, if there is a sufficient number of independent measurements for comparison, an algorithm adjustment may be performed to bring the mean error close to zero

To support EDR validation a variety of validation tests are identified in the NPOESS Cal/Val plan.  Many of these sites are supporting on-going geophysical measurement programs (ARM sites, EOS Cal/Val Sites).  Table 5.2-2 summarizes the assets we plan to use to validate all 56 NPOESS EDRs.  More detailed discussion of EDR validation plans for individual NPOESS instruments are presented in Volumes 2 through 11 of the NPOESS Calibration/Validation Plan.

A comprehensive Cal/Val plan will require the validation of the NPOESS EDRs over a wide range of environmental conditions.   To achieve this variation of environmental conditions may require considerable time, at least one year to monitor a complete seasonal variation. To accelerate the validation timeline, allowing it to be accomplished in as little as seven months after launch, we will expand the range of EDR test scenes to cover the full operational envelope using validated models running on the Integrated Weather Products Testbed (IWPTB).  The IWPTB forward models, used to predict sensor output data, will be validated against radiometric vicarious calibration data, obtained as described above.  After this initial validation is complete, we will continue incremental validation campaigns over the next 18 months to provide added confidence in the results. In order to track the level of validation and provide useful data products to the user community in as timely a manner as possible, we will provide periodic releases of the EDR performance and validation status.  This will include initial milestones at 3 months post-launch, and reports every 3 months there after for the first year.  At this time a full report on the validation status of the NPOESS EDRs will be issued. In this way we can provide early operational data products as early as practical without compromising the validation process

Any algorithm deficiencies would be addressed, using the IWPTB as soon as they are discovered.  Algorithm up-grades or changes will be worked closely with the IPO and user community.  All changes to operational algorithms will be approved by the Algorithm Configuration Board before application on IDPS. The extent of algorithm changes may range from a simple re-training of the algorithm to major changes in the overall type and structure of the algorithm.  Drastic changes to algorithms are not anticipated based on adequate pre-launch algorithm testing.

Long term performance monitoring is critical to the maintenance of overall system data quality.  The long term monitoring includes sensor engineering data (voltage ranges, currents, temperatures, etc.), as well as performance, calibration and data products. Observed changes in engineering parameters can be used to compensate changes in sensor performance by comparing with pre-flight performance characterization. On-board calibration functions are another means of sensor monitoring. Sensor designs may include methods for cross-checking the stability of on-board calibration functions so that drifts in calibration inputs are not mistaken for changes in sensor performance.  For example, solar reflectors, such as used by VIIRS for solar calibration, are known to experience long-term degradation due to exposure to UV radiation.  Even though the nature and rate of change can be characterized in pre-flight coupon tests, VIIRS also includes a total integrating sphere to monitor the performance of the reflector against the known solar constant. 

In addition to internal calibration checks it is also essential to use external sources to check the stability of the on-board systems.  Periodic vicarious calibration can serve this purpose along with periodic under-flights by comparative airborne instruments.

On-orbit Cal/Val will be performed by a combination of SSPR and Government IPTs.  The focal points for data collection and distribution will be the IDPS located at each of the Centrals.  The EDR performance validation will be centered at Raytheon’s Lanham, MD facility. We are evaluating options for placing the center of activity for validating specific key EDRs to the Centrals, depending on their respective focus areas, with on-site SSPR teams to coordinate activities.  The initial on-orbit Cal/Val will also demonstrate that each of the IDPS installations can process the data necessary to produce all NPOESS EDRs.  The Cal/Val Working Group structure and specific roles and responsibilities are defined in the NPOESS Cal/Val Plan, Volume 1.

Table 5.2-2.  NPOESS Calibration/Validation Assets

	
	EDRs
	Satellite/Sensor
	(A)irborne,

(S) Ship,

(G)round Sensors
	Network
	Test Site

	Imagery
	Imagery (IMG)
	EOS/MODIS

EOS/CloudSat

Landsat 7

DMSP/OLS

ERS-1/2/SAR

RADARSAT/SAR
	MAS (A)

AirSAR (A)

Radiosondes (G)
	
	ARM

	Atmosphere
	Profiles (AVTP, AVMP, AVPP)
	GOES/ATOVS

POES/HIRS

EOS/HIRDLS

EOS/AIRS

EOS/AMSU

EOS/HSB

DMSP/T1

DMSP/T2

DMSP/SSMIS
	NAST I/M (A)

MIR  (A)

LASE  (A)

Radiosondes (G) Rocketsondes (G) Raman Lidar (ARM/CART, GSFC SRL) (G)
	NPN


	ARM, MODLAND

	
	Aerosols (AOP, APSP, SM, ARIAS)
	EOS/MODIS
EOS/MISR

POES/AMHRR

ADEOS II/ POLDER
	LASE (A)

MAS (A)

In-situ Collections (A)
	AERONET

MPL Net
	ARM

	
	Ozone (OTC, OVP)
	POES/SBUV2

ERS/GOME-2

METOP/OMI

EOS/ODUS
	NAST-I (A)

Ozone Lidar (STROZ-LITE, Table Mountain Observatory) (G)

Raman Lidar (ARM/CART, GSFC SRL) (G)


	Ozone Spectrometer Networks (Dobson, 

Brewer, Umkehr)

Ozonesonde Networks (NDSC, Environment Canada, CMDL..)
	ARM

	
	Water Vapor 
	EOS/AIRS

EOS/MODIS

EOS/AMSU

DMSP/SSMIS
	NAST I (A)

MIR  (A)

LASE (A)

Radiosondes (G) Rocketsondes (G)

Raman Lidar (ARM/CART, GSFC SRL) (G)
	AERONET

NPN 
	ARM



	
	Precipitation (Type/Rate)
	
	ARMAR  (A)
	Rain Gauge Networks (AMSR, TRMM)

NEXRAD

BALTRAD
	ARM

	Clouds
	Clouds (COT, CEPS, CCL, CBH, CTT, CTP, CTH, CPSD, CIWP, CLWC)
	EOS/CERES

EOS/MODIS

EOS/MISR

EOS/CloudSat 

GOES/Imager

POES/AVHRR

METEOSAT/ SEVIRI

INSAT/VHRR 
	CLS (A) 

NAST-I (A)

MAS (A) 

In-situ microphysics probes (A)

MMCR (G)

MFRSRS (G)

Radiosondes (G)
	Ceiliometer Networks  (ASOS, ARM) 
	ARM, FARS, ASOS, NOAA Surface Weather Stations

	ERB
	ERB (ALB, DLWR, DSWR, NSR, OLWR, SI, NHF) 
	EOS/MODIS

EOS/CERES

EOS/MISR
	Field Albedometer (G)
	BSRN 

FLUXNET 

AERONET 
	ARM, MODLAND

	Land
	Surface Properties (SM, LST, SCD, ST, VI)
	EOS/MODIS

EOS/AMSR

POES/AVHRR

IKONOS

LANDSAT/ETM+
	MAS (A)

AVIRIS (A)
APMIR (A)
PALS (A)

ESTAR (A)

In-situ Surveys/ Measurements/ Samples (G)

Handheld or  Suspended Radiometers (G)
	
	MODLAND, ARM, Antarctic Dome C

	
	Active Fires (Actfires)
	EOS/MODIS

POES/AVHRR
	MAS (A)
	GOFC 
	

	Ocean
	Ocean (SST, SSW-S/D, NHF, OC, SWH, SSH, GSSWS)
	EOS/MODIS

EOS/AIRS

EOS/AMSR

WINDSAT/ CORIOLIS

SeaWIFS/Ocean Color Imager

ENVISAT/ MERIS

GOES/Imager

ADEOS II/ POLDER
	APMIR (A)

NAST-I (A)

S-HIS (A)

MAS (A)

M-AERI (S)

Ocean Color Sensors (S)

NAVO Data (S)


	Buoy Networks (NDBC, C-MAN, TAO/TRITON)
	MOBY, ARM, COVE

	
	Sea Ice (IST, SIC)
	EOS/MODIS

POES/AVHRR

ENVISAT/ MERIS

ERS-1/2/SAR

RADARSAT/SAR
	AirSAR (A)

M-AERI (S)
	
	MODLAND

	Space
	Space (AB, EF, EDP, GF, AED, EI, MECP, NDP, SAP, AI, IPF, IPT, IS)
	DMSP/SSULI

DMSP/SSUSI

DMSP./SSJ/5

DMSP/SSM

POES/TED

POES/MEPED


	
	GPS Profilers (SuomiNet, IGPS)

USAF Digital Ionospheric Sounding System Network
	NSF Sites:

Incoherent Scatter Radars (with colocated all-sky cameras)

Arecibo

Jicamarca, Millstone Hill, Sondrestrom (Greenland), EISCAT (Finland)


.

APPENDIX A. DEFINITIONS

A.1 Terminology Associated with Hardware and Software

Assembly:  A collection of parts and/or subassemblies, which perform functions necessary to the operation of the component.  It is the next lower functional subdivision of a component. 

Component (Unit):  A self-contained combination of hardware assemblies and/or parts with specified inputs, outputs and function(s).  Typical hardware components include electronic boxes, batteries, solar panels, etc.  The next lower functional subdivision of a subsystem, a component is the lowest level of a configured item.

Equipment:  A part, assembly, component or module, which is subject to handling and testing as an individual physical item.

Module:  A grouping of hardware with well defined function(s), inputs, outputs and simple external interfaces.  Housed in a standardized structural container, a hardware module is replaceable as an entity.

Part:  An element within a hardware component, assembly or subassembly which can not be further subdivided or disassembled without loss of function.  Typical parts are resistors, integrated circuits, gears, etc.

Payload:  The collection of sensors and other science instruments whose measurements provide the data input to the development of NPOESS products. In the NPOESS architecture, the payload is a sub-element.

Satellite:  The integrated payload/spacecraft elements.  The satellite is capable of performing all space segment functions.  In the NPOESS architecture, the satellite is an element.

Segment:  A collection of elements.

Software Items (SIs):  Logical groups of software elements at the top software configuration item level; software qualification testing reflects this level.

Software Components (SCs):  Smaller groupings of software elements that correspond with activities at the intermediate integration levels; software design and SW I&T testing apply.

Software Units (SUs):  The smallest grouping of software elements, whose development typically is managed by a single person. SUs correspond with the lowest level of recorded design and testing, based upon the need to perform sufficient boundary testing, path testing and some performance test.

Spacecraft:  The collection of subsystems and flight software, which provide all necessary functions in support of the payload and the mission. In the NPOESS architecture, the spacecraft is a sub-element.

Subassembly:  An assembly within a larger assembly.  Typical subassemblies include slices, boards, filters, etc.

Subsystem:  A functional, identifiable grouping of components which, when combined with other subsystems, form a “system”. In the NPOESS architecture, the collection of subsystems forms an element.

System:  The totality of integrated hardware and software required to perform the specific mission. In the NPOESS-specific architecture, the system is the collection of its five segments. In the NPP-specific architecture, the system is the collection of seven segments.

A.2 Terminology Associated with TESTING

A.2.1 Hardware Testing

Acceptance Test:  A sequence of performance, functional and environmental tests, which verify acceptable performance of the flight hardware under test over the range of specification requirements.  Environmental stressing is intended to verify workmanship, while preserving flight-worthiness.  For ground hardware, acceptance testing is performed at ambient conditions only.  Quality assurance (QA) surveillance applies.

Acceptance Test Article:  Equipment subjected to an acceptance test sequence.  Formal configuration controls of the test article apply.  Only equipment whose design has been previously qualified is acceptance tested.

Development Test:  Informal test intended to provide early assessment of new designs and a measure of confidence in the ultimate ability of operational hardware to successfully complete qualification testing.  QA surveillance does not apply.

Development Test Article:  Hardware used in development testing (such as engineering models, breadboards, etc.), which are functionally similar to operational equipment, but whose configuration may be uncontrolled.

Engineering Model:  A development test article, usually an electronic box, constructed with low cost, commercial parts.

Flight Article:  Hardware, at any level of assembly, scheduled for flight .

Functional Test:  For hardware or flight software, a limited performance test during which a subset of performance parameters (or, functions quantitatively related to performance parameters) are monitored.

Performance Tests:  A comprehensive series of tests intended to verify stated quantitative performance requirements, which are verifiable (in part, or in total) by test.

Protoflight Hardware:  The “first of a kind” configured flight hardware subjected to protoqualification testing.  Formal configuration controls apply.

Protoqualification Tests:  A sequence of performance, functional and environmental tests applicable to flight hardware only.  Environmental stressing is adjusted below qualification levels and/or duration in order to preserve the flight worthiness of the test article.  Protoqualification tests serve as combined qualification and acceptance of the test article.  QA surveillance applies. 

Qualification Tests:  A sequence of performance, functional and environmental tests applicable to flight hardware only.  Environmental stressing is intended to verify the design.  To this end, qualification levels and duration are sufficiently severe to disqualify the test article for flight. QA surveillance applies.

Qualification Test Article:  The equipment under qualification testing, identical to the flight equipment (except, possibly, for test aids and related modifications; e.g., attached thermocouples, break-out boxes, etc.).  At the completion of qualification testing, the test article is not flight-worthy, unless suitably refurbished and acceptance tested. Formal configuration controls apply.

Structural Test Model (Assembly):  Identical to load-carrying portion of the flight structure used for qualification testing.  Formal configuration controls apply.

Test Discrepancy:  A performance/functional or structural anomaly which occurs during testing indicating a deviation from applicable requirements.  A test discrepancy may be intermittent; non-repeatable; or permanent failure of the test article to respond; or a failure of the test setup, test instrumentation/electrical ground support equipment, facility power supply, test procedure, the test computer software, or the test operator.

Test Environments:  Dynamic, thermal, or other environments intended to simulate conditions which bear a prescribed relationship to the natural and induced environments encountered in operation.  Ambient conditions provide the environment for performance and functional tests intended to assess the effects of environmental stressing.

Test Failure:  A failure of the test article defined as a test discrepancy due to design, workmanship, or quality deficiency in the test article.  Non-repeatable, momentary, or any other kind of discrepancy which occurs during testing is considered a failure of the test article, unless it is determined to have been due to cause(s) unrelated to the test article.

Test Margin:  The factor by which the maximum (or, minimum) operating environment is increased (or, decreased) over predicted levels in order to establish a test environment, which ensures the test objectives are achieved.

A.2.2 Software Testing

Unit/Component Test:  Tests the internal code of individual units and their inputs/outputs in isolation in accordance within accordance within accordance with unit test plans (i.e., unit test).   Combines tested units into components, then tests the interactions between coupled units to verify the units work correctly with each other, in accordance within accordance within accordance with component test plans (i.e., component test).  Proceeds to integration test when units and components execute correctly.

Integration Test:  Combines tested components into a system, then tests the interactions between components to verify the components work correctly with each other, in accordance within accordance within accordance with integration test plans.  Also verifies processes (i.e., tasks) within components synchronize correctly with processes in other components.  Proceeds to qualification test when integrated components execute correctly and work together as a system.

Qualification Test:  Tests the end-to-end functionality of the fully integrated system in satisfying all software requirements in accordance within accordance within accordance with qualification test plans.  Proceeds to acceptance test when the system executes correctly and the acceptance test readiness joint technical review is completed successfully. Note:  Qualification testing does not apply to C3S and IDPS hardware, which operate under ambient conditions.

Acceptance Test:  Tests the system by an independent test team to ensure the software meets all software requirements and is suitable for delivery to the customer and/or end user, in accordance within accordance within accordance with acceptance test plans.  Proceeds to delivery and installation when the system executes correctly and the software is provisionally accepted by the customer and/or end user.

A.3 Terminology Associated with HARDWARE REPLACEMENT

Maintenance:  Planned, or unplanned operations, which are performed to replace flight, or ground equipment with repaired, refurbished or new equipment.

Refurbishment:  All work carried out to restore equipment to its original functional state after exposure to environmental stressing.  It applies primarily to the replacement of parts sensitive to high load applications (e.g., moving parts of limited wear out life to high load applications, such as bearings, switches, sliding devices, etc.). 

Repair:  Rework and return to service of equipment which has failed, thus permitting further use.

APPENDIX B.  ACRONYMS

	A/D
	Analog-to-Digital

	ACS
	Attitude Control Subsystem

	ADCS
	Advanced Data Collection System

	ADS
	Archive and Distribution Segment

	AFOTEC
	Air Force Operational Test and Evaluation Center

	AFWA
	Air Force Weather Agency

	AGE
	Aerospace Ground Equipment

	AI&T
	Assembly, Integration & Test

	ALT
	(Radar) Altimeter

	ANC
	Ancillary Data Systems

	AOT
	Aerosol Optical Thickness

	APS
	Aerosol Polarimetry Sensor

	ATBD
	Algorithm Theoretical Basis Document

	ATMS
	Advanced Technology Microwave Sounder

	ATP
	Acceptance Test Procedure

	ATS
	Automatic Test Sequence

	BAP
	Basic Activity Plan

	BCU
	Battery Cooling Unit

	BMMC
	Backup Mission Management Center

	BMMCF
	BMMC Facility

	C3S
	Command, Control and Communications Segment

	CADH
	Command and Data Handling Subsystem

	Cal/Val
	Calibration/Validation

	CDDIS
	Crustal Dynamics Data Information System

	CDR
	Critical Design Review

	cg
	Center of Gravity

	CI
	Configured Item

	CLASS
	Comprehensive Large Array Data Stewardship System

	CM
	Configuration Management

	CMIS
	Conical Microwave Imager/Sounder

	CMOC
	Cheyenne Mountain Operations Center

	COI
	Critical Operational Issue

	COTS
	Commercial Off-The-Shelf

	CPT
	Comprehensive Performance Test

	CrlS
	Cross-Track Infrared Sounder

	CTF
	Combined Test Force

	CTV
	Compatibility Test Van

	CVWG
	Cal/Val Working Group

	DHN
	Data Handling Node

	DID
	Data Item Description

	DLI
	Discussion List Item

	DOC
	Department Of Commerce

	DoD
	Department of Defense

	DRR
	Data Routing and Retrieval

	DT&E
	Development Test and Evaluation

	DT/OT
	Developmental Test/Operational Test

	EDI
	Electrical Design Integration

	EDR
	Environmental Data Record

	EELV
	Evolved Expendable Launch Vehicle

	EEMTB
	Electrical Engineering Model Test Bed

	EGSE
	Electrical Ground Support Equipment

	EMC/RFI
	Electromagnetic Compatibility/RF Interference

	EMD
	Engineering and Manufacturing Development

	EOS
	Earth Observing System

	EPDS
	Electrical Power and Distribution Subsystem

	ERBS
	Earth Radiation Budget Suite

	ETE
	End-to-End EDR retrieval system test

	ETE
	End-To-End

	EV1, EV2
	Environmental Requirements Documents

	EWS
	Environmental Weather System

	FAT
	Factory Acceptance Test

	FMEA
	Failure Modes and Effects Analysis

	FNMOC
	Fleet Numerical Meteorology & Oceanography Center

	FOC
	Full Operational Capability

	FOV
	Field of View

	FPA
	Focal Plane Array

	FQT
	Formal Qualification Test

	FRR
	Flight Readiness Review

	FSS
	Fine Sun Sensor

	FSW
	Flight Software

	FT
	Functional Test

	FTS
	Field Terminal Segment

	FVS
	Flight Vehicle Simulator

	GFE
	Government Furnished Equipment

	GN&C
	Guidance, Navigation & Control

	GPS
	Global Positioning System

	GPSOS
	Global Positioning System Occultation Sensor 

	GS
	Ground Station

	GSE
	Ground Support System

	GSEIT
	Ground System Engineering, Integration & Test

	H&S
	Health & Safety

	HW
	Hardware

	HCS
	Horizontal Cell Size

	HRD
	High Rate Data

	HW
	Hardware

	HWCI
	Hardware Configuration Item

	I&T
	Integration & Test

	I/F
	Interface

	ICD
	Interface Control Document

	ID
	Identification

	IDP(s)
	Interface Data Processor(s)

	IDPS
	Interface Data Processor Segment

	IDR
	Interim Design Review

	IER
	Information Exchange Requirements

	IET
	Individual EDR retrieval algorithm Test

	IGPS
	International GPS Service

	ILS
	Integrated Logistics Support

	IMS
	Integrated Master Schedule

	IOC
	Initial Operational Capability

	IOT&E
	Initial Operational Test & Evaluation

	IPT
	Integrated Product Team

	IR
	Infrared

	IRU
	Inertial Reference Unit

	IST
	Integrated Satellite Test

	ITRF
	International Terrestrial Reference Frame

	IWPTB
	Integrated Weather Product Test Bed

	JITC
	Joint Interoperability Test Command

	LBCU
	Launch Battery Charge Unit

	LEO&A
	Launch, Early Orbit & Anomaly

	LPT
	Limited Performance Test

	LRD
	Low Rate Data

	LRR
	Launch Readiness Review

	LS
	Launch Site

	LSS
	Launch Support Segment

	LTAN
	Local Time of Ascending Node

	LV
	Launch Vehicle

	LVIU
	Launch Vehicle Interface Unit

	LVUS
	Launch Vehicle Upper Stage

	MGSE
	Mechanical Ground Support Equipment

	MLI
	Multi-Layer Insulation 

	MM5
	Mesoscale Model version 5

	MMC
	Mission Management Center

	MMCF
	MMC Facility

	MOE
	Measure Of Effectiveness

	MOP
	Measure of Performance

	MSS
	Mission System Simulator

	MTE
	Mechanical Test Equipment

	MTF
	Modulation Transfer Function

	NA
	Not Applicable

	NASA
	National Aeronautics and Space Administration

	NAVOCEANO
	Naval Oceanographic Office

	NCEP
	National Centers for Environmental Prediction

	NCT
	NPOESS Compatibility Test

	NESDIS
	National Environmental Satellite Data & Information Service

	NGTS
	NPOESS Ground Test System

	NIST
	National Institute of Standards and Technology

	NOAA
	National Oceanic and Atmospheric Administration

	NOASEC
	NOAA Space Environmental Center

	NPOESS
	National Polar-Orbiting Environmental Satellite System

	NPP
	NPOESS Preparatory Project

	NSN
	NASA Space Network

	NVR
	Non-volatile residue

	O&S
	Operations & Support

	OMPS
	Ozone Mapping & Profiler Suite

	One-g
	One Gravity

	OPSCON
	Operations Concept

	OT&E
	Operational Test and Evaluation

	PA/QA
	Product Assurance/Quality Assurance

	PAF
	Payload Adapter Fitting

	PAR
	Product Assurance Requirements

	PDF
	Programmable Data Formatter

	PDR
	Preliminary Design Review

	PDRR
	Program Definition and Risk Reduction

	PM&P
	Parts, Materials & Processes

	PPF
	Payload Processing Facility

	PRT
	Platinum Resistance Thermistors

	PTR
	Post-Test Review

	PVP
	Performance Verification Plan

	RDR
	Raw Data Record

	RDR
	Raw Data Records

	RE
	Responsible Engineer

	RFI
	RF Interference

	RFS
	Radio Frequency Subsystem

	RMS
	Root Mean Square

	RPIE
	Real Property Installed Equipment

	RTM
	Radiative Transfer Model

	RWA
	Reaction Wheels Assembly

	S/C
	Spacecraft

	S/W
	Software

	SARSAT
	Search And Rescue Satellite Aided Tracking

	SAT
	Segment Acceptance Test 

	SC
	Software Component

	SDC
	Surface Data Center

	SDP
	Software Development Plan

	SDR
	Sendor Data Record

	SDS
	Science Data Segment

	SE
	System Engineering

	SESS
	Space Environmental Sensor Suite

	SFR
	System Functional Review

	SHF 
	Shared Facilities

	SI
	Software Item

	SI&T
	System Integration & Test

	SLATE
	System Level Automation Tool for Enterprises

	SMD
	Stored Mission Data

	SPPT
	Sensor Performance Prediction Tool

	SPS
	Signal Processing Subsystem

	SRR
	System Requirements Review

	SRR
	Solid State Recorder

	SS
	Space Segment

	SSPR
	Shared System Performance Responsibility

	SST
	Sea Surface Temperature

	ST
	Site Test

	ST&E
	System Test & Evaluation

	STA
	Star Tracker Assembly

	STC
	System Test Controller

	STDN
	Spacecraft Tracking and Data Network

	STP
	System Test Plan

	SU
	Software Unit

	SW
	Software

	T&C
	Telemetry and Command

	T&E
	Test & Evaluation

	TAM
	Tri-axial Magnetometer

	TBD
	To Be Determined

	TBR
	To Be Reviewed

	TC
	Thermal Cycling

	TCS
	Thermal Control Subsystem

	TDR
	Temperature Data Record

	TEMP
	Test & Evaluation Master Plan

	TPWG
	Test Planning Working Group

	TRA
	Torque Rod Assembly

	TRD
	Technical Requirements Document

	TRR
	Test Readiness Review

	TSIS
	Total Solar Irradiance Sensor

	TV
	Thermal Vacuum

	UCT
	Universal Coordinated Time

	UDS
	User Display Subsystem

	US
	United States

	USB
	Unified S-Band

	USG
	US Government

	VAFB
	Vandenberg Air Force Base

	VCS
	Vertical Cell Size 

	VDS
	Vehicle Dynamics Simulator

	VIIRS
	Visible/Infrared Imager Radiometer Suite 

	VM
	Verification Matrix

	VSWR
	Voltage Standing Wave Ratio

	WTR
	West Test Range


Appendix C.  TEMP Guidance Mapped to the STP

	TEMP
	STP

	Par. #
	Text
	Par. #
	Text

	1.4
	“Measures of effectiveness and suitability will be applied against the characteristics identified in Tables 11…”
	1.3.5

Fig. 1.3-4
	“To facilitate potential use of DT&E data for Operational Test and Evaluation (OT&E) purposes, the test planning process adopts the MOEs (as defined by AFOTEC) and maps applicable system/segment specification requirements to them…”

	3.1
	“…DT&E will be performed…The tests will include simulations, both functional and environmental tests, field campaigns to provide ground truth data to the Cal Val effort and early-orbit testing for three of the payloads and elements of the C3 and IDP segments….”
	3.3.2.2
	Describes IWPTB functions in support of simulations

	
	
	4.1-4.5
	Functional and environmental tests are defined at all levels of assembly throughout the segment verification sections.  For an example, see par. 4.1.7 and figure 4.1-3 

	
	
	4.6.4.6
	Provides details of IWPTB in support of verification activities

	
	
	5.1
	Describes early orbit activation and check-out 

	
	
	5.2
	Discusses post-launch Cal Val and associated field campaigns

	
	“…Throughout the program, combined development Testing and Operational Testing (DT/OT) will be used, whenever determined appropriate by the CTF…”
	1.4
	“…Combined Developmental Test/Operational Test (DT/OT) activities are performed, where practical and feasible.”

	
	
	4.2.9
	“…To the extent practical, typical operators are used for site tests (STs) and segment acceptance tests (SAT), so that combined DT/OT can be accomplished…” 

	
	“…The general test philosophy will start with element-level testing, progress to segment-level testing and conclude with end-to-end system-level testing…”
	1.4

Fig. 1.4-1
	“The distributive (“building block”) approach to ground-based verification is implemented.  Verification activities are allocated to the appropriate levels of assembly, with commensurate responsibilities and planning documentation at each level…”

The implementation of the distributive approach is evident in the discussions of segment verification (par. 4.1-4-5) which define the component to segment verification activities, leading to system verification (par. 4.6)

	
	“…The NPOESS EMD/Production contractor will use a spiral development process, designing and implementing the ground segment for NPP, followed by modification and implementation for NPOESS…”
	4.3
	Discusses process for building on NPP activities

	
	
	4.2
	Discusses process for building on NPP activities.”…C3S uses an incremental software development process…”

	
	
	4.5
	Discusses process for building on NPP activities.”…FTS uses an incremental software development process…”

	3.1.1.1
	“…Verify Ground System
Integrate C3S, IDPS, and external interfaces
	4.6.1
	Segment-to-segment interface and compatibility tests are described

	
	
	4.6.2
	Verification of external interfaces is described

	
	Interconnecting network performance
	4.2.9


	Network performance is verified as part of the SAT.

“…This is followed by an overall SAT – the C3S SAT – for the C3S sites, which includes formal testing of…DRR links…”

	
	
	4.6.3.2
	NCT #3 verifies site-to-site connectivity

	
	Ground system performance, including verifying operation of the Field Terminal software (TBD)”
	4.6.3.2
	Ground system performance is verified during the NCTs

	
	
	4.5.4
	Describes FTS software verification

	
	
	4.6.4
	Describes end-to-end EDR performance verification

	
	Verify Space Segment and Launch Segment Interfaces

Integrate the SS and the LSS and verify the functionality and interfaces between them

Verify SS and LSS Interfaces

Verify External Interfaces…”
	4.4.4
	“Following transportation to the launch pad, the satellite is mated to the LV.  I&T activities at the launch site include…”

	3.1.1.2
	“Verify Space System and Ground System Interfaces

Telemetry processing between space and ground systems

Command processing between space and ground systems

Interconnecting network(s) for planning, management, etc…”
	4.6.1.1

4.6.1.2

4.6.1.6
	Interfaces are verified per applicable ICDs

	
	
	4.6.2
	NPOESS Compatibility Tests (NCTs) verify space segment-to-ground segments connectivity & compatibility, as well as functionality from the operational perspective

	3.1.1.3
	“On-orbit verification is performed…These activities will focus on verifying real-time performance with respect to EDR requirements at the Centrals and Field Terminals, sensor performance (including calibration), orbital characteristics and spacecraft commanding and telemetry verification.”
	5.1


	Sequence of on-orbit activation and checkout activities is discussed 

	
	
	5.2
	On-orbit Cal/Val is summarized relative to performance of all sensors, calibration, EDR quality and overall end-to-end system performance to deliver data products to users 

	3.3.1
	“…the prime contractor will simulate end-to-end system throughput testing and operational EDR performance testing utilizing and Integrated Weather Product Test Bed (IWPTB)…”
	4.6.3.1.6
	

	
	“…The Flight Vehicle Simulator…will be used to check out software uploads, satellite commands and anomalies….it will be used to develop and validate satellite operation procedures…”
	4.1.9.1
	“…The FVS is used for executing scenarios for training, emergency procedures, flight and ground software tests, validation of operation procedures and certification.  This includes verification of all uploads…”

	
	“…early compatibility tests between the Space Segment and C3S will be conducted…compatibility tests between the C3S and the IDPS, as well as the C3s and the external interfaces of the command and control network will be completed…”
	4.2.4 ff

4.6.1

4.6.2

4.6.3.2
	

	
	“…the contractor, using their models and simulations, will perform a system level data flow test…”
	4.6.3
	

	
	“…Prior to launch, validation tests will be conducted on the Space, C3 and IDP segments to verify system and operator performance…”
	4.6.3.2
	The NCTs described in this paragraph verify segment-to-segment compatibility, certain system requirements, functionality of integrated system, as well as exercise people, processes and flight operations procedures 

	3.3.1.1
	“…The contractor’s analysis, modeling, and/or simulation will be sufficiently extensive in scope to verify EDR requirements are met under a broad range of conditions…”
	4.6.4
	

	3.3.1.2
	“Factory Acceptance Tests (FAT) of individual segments are anticipated prior to shipment of components to the final test location…”
	4.2.5

4.3.3

4.5.3
	

	3.3.1.3
	“Site Acceptance Tests (SAT) of individual segments will also be performed…”
	4.2.9

4.3.6
	

	3.3.1.4
	“Satellites that are in storage, or on the launch pad, will be externally tested to verify operational readiness…”
	4.1.7.6
	“While in storage, the satellite is tested every six months to assess its state of health relative to operational use…..For most sensors, the frequency of required re-calibration is two years.”

	
	
	4.4.4
	“…I&T activities on the launch pad include a satellite aliveness test and telemetry snapshot…”

	3.3.1.5
	“Integrated system tests of the IDPS and C3S ground equipment and computer software will be performed on integrated configuration items installed in and operational system whenever practical…”
	4.6.1
	

	3.3.2.2
	“Qualification tests will be performed to demonstrate…that satellites are manufactured in accordance with the processes and controls meeting the specified design requirements.”
	4.1.7

Fig. 4.1-3
	“…Each of the satellite configurations…is tested per the sequence annotated in figure 4.1-3; environmental test levels and durations are set at protoqualification values, consistent with MIL-STD-1540C…”

	3.3.3
	“Risk reduction of selected NPOESS C3S prototype elements will be conducted during NPP operations…”
	4.2
	

	3.3.4
	“The C3S integration and acceptance test of hardware and software will be conducted after installation of equipment at the MMCs and, if applicable, the CDA stations…”
	4.2
	

	3.3.4.1
	“IWPTB/IDPS Events, Scope of Testing, and Basic Scenarios

“A system level test utilizing the IWPTB to supply an NPOESS data stream to the IDPS suite will be performed to verify that the EDR performance and processing timeliness requirements can be satisfied.”
	4.6.4.5

4.6.4.6
	

	3.3.4.3
	“The IDPS integration and acceptance tests of all IDP hardware and software will be conducted after equipment installation at he Centrals…”
	4.3.6
	

	3.3.5.1
	“…Pre-launch validation will be conducted on space equipment in accordance with MIL-STD-1540C for all operational satellites…”
	4.1.2, 4.1.3, 4.1.4, 4.1.5, 4.1.7
	These paragraphs define in detail the testing of space equipment (component to integrated satellite) in accordance with MIL-STD-1540C.

	
	“…The satellite will be operated through a simulated sequence of ascent phase, separation and engine ignition phase, orbital injection, on-orbit operation and, if applicable, recovery phase…”
	4.1.7

4.6.3
	Simulation of satellite operation per specification requirements occurs primarily during satellite testing and NCTs

	3.3.6
	“…Early orbit will be the first operational checkout of the NPOESS system involving all segments.  This involves commanding of the satellite, checkout of the performance of the spacecraft and sensors, and processing remotely sensed data into operational data…”
	5.1

5.2
	

	3.3.7
	“…The calibration/validation of NPOESS sensor performance will be conducted in 3 phases…”
	3.3.1.1

4.1.4

5.2
	

	
	“…The prime contractor will lead calibration/validation efforts….”

“…All NPOESS calibration/validation activities will be the responsibility of the prime contractor…”
	3.2.1
	

	3.3.7.1
	“Imagery is evaluated with direct field experiments utilizing NOAA, DMSP and…”
	5.2
	

	3.3.10
	“The NPOESS IPO will formally certify readiness to enter dedicated OT&E…The IPO will use the process outlined in AFM 63-119, Certification of System Readiness for Dedicated Operational Test and Evaluation, tailored to NPOESS…”
	4.7
	“…AM 63-119 has been tailored for the NPOESS application and provided to the NPOESS test community…”  
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Synthetic Sensor Radiance
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� DLIs—in lieu of problem reports—may be generated by contractor, or Customer personnel to initially document issues, concerns, and potential anomalies.


�  Data paths are those paths from the operator to the satellite. These paths involve various combinations of equipment. The data paths tests show, for example, that any workstation, any server, any baseband unit, etc. can be used to perform missions operations.


� DLIs—in lieu of problem reports—may be generated by contractor, or Customer personnel to initially document issues, concerns, and potential anomalies.


� DLIs—in lieu of problem reports—may be generated by Raytheon, CONTRACTOR, or Customer personnel to initially document issues, concerns, and potential anomalies.
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